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## PREFACE.

The present treatise is founded upon Legendre's Traite des Fonctions Elliptiques, and upon Jacobi's Fundamenta Nova, and Memoirs by him in Crelle's Journal: comparatively very little use is made of the investigations of Abel or of those of later authors. I show how the transition is made from Legendre's Elliptic Integrals of the three kinds to Jacobi's Amplitude, which is the argument of the Elliptic Functions (the sine, cosine, and delta of the amplitude, or as with Gudermann I write them, sn, cn, dn), and also of Jacobi's functions Z, $I$, which replace the integrals of the second and third kinds, and of the functions $\Theta, H$, which he was thence led to. It may be remarked as regards the Fundamenta Nova, that in the first part Jacobi (so to speak) hurries on to the problem of transformation without any sufficient development of the theory of the elliptic functions themselves; and that in the concluding part, starting with the developments furnished by the transformationformula, he connects with these, introducing them as the occasion arises, his new functions $\mathrm{Z}, \Pi, \Theta, \mathrm{H}$ : there are thus various points which require to be more fully discussed. Not included in the Fundamenta Nova we have the important theory of the partial differential equation satisfied by the functions $\Theta, H$, and, deduced therefrom, the partial differential
equations satisfied by the numerators and denominator in the theories of the multiplication and transformation of the elliptic functions: these I regard as essential parts of Jacobi's theory, and they are here considered accordingly. For further explanation of the range and plan of the present treatise the table of contents, and the first chapter entitled "General Outline," may be consulted. I am greatly indebted to $\mathrm{Mr} \mathrm{J} . \mathrm{W}$. L. Glaisher of Trinity College for his kind assistance in the revision of the proof-sheets, and for many valuable suggestions.
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## ERRATA.

p. 1, lines 7 and 14, for argument read amplitude.
p. 64, line 14, for these read there.
p. 65 , second formula, for $\mathrm{sn}(u+v)+\mathrm{sn}(u-v)$, read on $(u+v)+\mathrm{cn}(u-v)$.
p. 71 , line 12 , for $2 K^{\prime}$ read $2 i K^{\prime}$, and line 17 , for $4 K^{\prime}$ read $4 i K^{\prime}$.
p. 107, line 3 from bottom, for $\frac{d u}{1+n s n^{3} u}$ read $\int_{0} \frac{d u}{1+n} \frac{1 n^{2} u}{}$.
p. 113, line 4 from bottom, for $\Pi(u, a)=\Pi(a, u)$ read $\Pi(u, a)-\Pi(a, u)$.
p. 116, bottom line, for $\theta,=\frac{\omega-1}{\omega+1}$ read $\sqrt{\theta_{1}}=\frac{\omega-1}{\omega+1}$.
p. 119, line 9, for $\frac{1}{2}$ read $\frac{1}{2 \sqrt{-p}}$.
p. 226, top line, dele of the three functions of nu.
p. 281, No. 371. It might have been proper to atate explicitly that the square brackets denote infinite products obtained by giving to $m$ the values $0,1,2 \ldots$...to infinity.
p. 285, line 8 from bottom, for No. 372 read No. 373.
p. 288, bottom line, before p. 93, insert t. I.
p. 308, bottom line, for No, 306 read No, 307.
p. 328 , line 3 from bottom, for $-b_{1}{ }^{2} F(a, b)$ read $-b_{2}{ }^{2} F\left(a_{1}, b_{1}\right)$.

Legendre's earliest systematic work on Elliptic Integrals is the Exercices de Calcul Intigral sur divers ordies do Transcendantes, et sur les Quadratures, Paris, t. 1., 1811; t. In., 1816, and t. II., 1817: the later work is the Traité des Fonctions Elliptiques et des Intégrales Euleriennes, Paris, t. 1., 1825; t. II., 1826, and t. IIL., 1828-32; the greater part of Legendre's own results on the theory of Elliptic Integrals, contained in the first volume of the Fonctions Elliptiques, had been already given in the first volume of the Exercices. Jacobi's work is the Fundamenla Nova Theorice Functionum Ellipticarum, Königsberg, 1829 : the Memoirs in Crelle's Journal extend from 1828 to 1858, some of them, in connexion with the Fundamenta Nova, being published shortly after the date of that work. The Memoirs by Abel, published for the most part in the earlier volumes of Crelle's Journal, 1826 to 1829, are collected in the Auveres Complites de N. II. Abel, par B. Holmboe, Christiania, t. I. and II., 1839, except the great memoir on Transcendent Functions, presented to the French Academy, and published, Mémoires dcs Savans Etrangers, t. vir., 1841. A new edition of the works is in preparation.

## CHAPTER I.

## GENERAL OUTLINE.

Origin of the Elliptic Integrals. Art. Nos. 1 to 11.

1. We consider the integration of a differential expression

$$
\frac{R d x}{\sqrt{X}}
$$

where $R$ is a rational function of $x ; X$ a rational and integral quartic function of $x$, with real coefficients*: the values of the variable $x$ are real, and such that $X$ is positive, or $\sqrt{X}$ real.
2. This can be by a real substitution $\frac{p+q x}{1+x}$ in place of $x$ (that is a substitution where $p$ and $q$ are real) reduced to the form

$$
\frac{R d x}{\sqrt{ \pm\left(1 \pm m x^{2}\right)\left(1 \pm n x^{2}\right)}},
$$

where $R$ is a rational function of the new $x ; m$ and $n$ are real and positive; and the signs are such that the function under the square root is not $-\left(1+m x^{2}\right)\left(1+n x^{2}\right)$.

- The references here and elsewhere to reality, and any references to sign or namerical limits, are regarded as in general holding good: it will be understood, however, that imaginary values might be admitted throughout, and the various theorems presented in a more general but less definite form: and there will be occasion to refer to and employ such extensions of the original real theory.

3. The rational function $R$ is the sum of an even function and an odd function of $x$ : the differential expression is thus separated into two parts; that depending on the odd function may be integrated by circular and logarithmic functions (as appears by making therein the substitution $\sqrt{x}$ in place of $x)$; and there remains for consideration only the part depending on the even function of $x$ : or, what is the same thing, we may take $R$ to be an even function of $x$ (that is a rational function of $z^{2}$ ).
4. This being so, we can by a rcal transformation $\frac{a+b x^{7}}{c+d x^{2}}$ in place of $x^{2}$ transform the differential expression into the form

$$
\frac{R d x}{\sqrt{1-x^{2} \cdot 1-h^{2} \cdot x^{2}}},
$$

where $R$ is a rational function of the new $x^{2}$; $k^{2}$ is real, positive and less than 1 (and therefore also $k$, assumed to be the positive root of $k^{2}$, is real, positive and less than 1 ).
5. In the last-mentioned expression $x^{2}$ may be included between the limits 0,1 , or it may be $>\frac{1}{k^{2}}$; but in the latter case, we can by the substitution $\frac{1}{k x}$ in place of $x$ transform the expression into one of the like form in which the new $x^{2}$ lies between the limits 0 and 1; we therefore assune that $x^{2}$ lies within these limits.
6. By decomposing $R$ into an integral and fractional part, and the fractional part into simple fractions, and by integrating by parts, the integration is made to depend upon that of the three terms
$\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}, \frac{a^{2} d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}, \frac{d x}{\left(1+n x^{2}\right) \sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}$,
where $n$ is real or imaginary.

Or, what is the same thing, the three terms may be taken to be
$\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{4}}}, \frac{\left(1-k^{2} x^{2}\right) d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}, \frac{d x}{\left(1+n x^{2}\right) \sqrt{1-x^{2} \cdot 1-k^{2} \cdot x^{2}}}$, that is
$\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}, \frac{\sqrt{1-k^{2} x^{4}} d x}{\sqrt{1-x^{4}}}, \frac{d x}{\left(1+n x^{2}\right) \sqrt{1-x^{2} \cdot 1-k^{2} x^{4}}}$.
7. Writing herein $x=\sin \phi$, and putting for shortness

$$
\sqrt{1-k^{2} \sin ^{2} \phi}=\Delta(k, \phi),
$$

these are $\frac{d \phi}{\Delta(k, \phi)}, \Delta(k, \phi) d \phi$, and $\frac{d \phi}{\left(1+n \sin ^{*} \phi\right) \Delta(k, \phi)}$,
and we have thus the three kinds of Elliptic Integrals: viz. these are

$$
\begin{array}{ll}
\text { first kind } \quad F(k, \phi)=\int \frac{d \phi}{\Delta(k, \phi)}, \\
\text { second kind } & E(k, \phi)=\int \Delta(k, \phi) d \phi, \\
\text { third kind } & \Pi(n, k, \phi)=\int \frac{d \phi}{\left(1+n \sin ^{2} \phi\right) \Delta(k, \phi)},
\end{array}
$$

the integral heing in each case taken from $\phi=0$ up to the arbitrary value $\phi$. It would of course be allowable under the integral sign to write for $\phi$ any other letter $\theta$, taking the integral from $\theta=0$ to $\theta=\phi$.
8. $\phi$ is the amplitude, $k$ the modulus, $n$ the parameter. The amplitude is a real angle; as already mentioned, the modulus $k$ is positive and less than 1 ; whence also $k^{\prime},=\sqrt{1-k^{2}}$, called the complementary modulus, is real, positive and less than 1. Moreover $\Delta(k, \phi),=\sqrt{1-k^{2} \sin ^{2} \phi}$, does not become $=0$, nor consequently change its sign, and it is taken to be always positive. The parameter $n$, as already mentioned, may be real or imaginary: it is in the first instance taken to be real; and it will appear that the case where it is imaginary can be made
to depend upon that in which it is real. Supposing it to be real, there is a distinction according as it is negative and greater than 1 (viz, in this case the denominator $1+n \sin ^{2} \phi$ becomes $=0$ for a real value of $\phi$ ); or else as it is negative and less than 1, or positive.
9. Instead of the complete notation $\Delta(k, \phi)$, we frequently express only the argument, and write simply $\Delta \phi$; and similarly $F \phi, E \phi, \Pi_{\phi}$ for $F(k, \phi), \& c$. respectively: viz. in these cases it is assumed to be understood what the unexpressed letters $k$, or $k$ and $n$, are. We may in like manner express only the modulus, or the parameter, and write $\Delta k, \Pi(n, k), \Pi n$, or $\Pi k$ \&c., but there is less frequent occasion for this, and the notations when used will be explained.
10. The integrals, taken up to the value $\frac{\pi}{2}$ of the argument, are said to have their complete values, and these are frequently denoted by means of a subscript unity; thus $F\left(k, \frac{\pi}{2}\right)=F_{1} k$, or simply $F_{1}$; and so $E_{1} k, E_{1}, s c$.
11. The three elliptic integrals are not on a par with each other; but they depend, the second and third kinds upon the first kind; or we may say* that they all three depend on the differential expression $\frac{d \phi}{\Delta(k, \phi)}$ : thus there is for each of them an addition-theory depending on the integration of the differential equation

$$
\frac{d \phi}{\Delta(k, \phi)}+\frac{d \psi}{\Delta(k, \psi)}=0
$$

not for the first kind a theory depending on this equation and for the other two kinds like theories depending on the equations

$$
\begin{gathered}
\Delta(k, \phi) d \phi+\Delta(k, \psi) d \psi=0, \\
\frac{d \phi}{\left(1+n \sin ^{2} \phi\right) \Delta(k, \phi)}+\frac{d \psi}{\left(1+n \sin ^{2} \psi\right) \Delta(k, \psi)}=0,
\end{gathered}
$$

respectively: these last are equations not admitting of algebraic integration, and which do not present themselves in the theory. And the like as regards multiplication and transformation.

[^0]The Addition-Theory. Art. Nos. 12 to 14.
12. The differential equation

$$
\frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}=0
$$

where $Y$ is the same quartic function of $y$ that $X$ is of $x$, admits of algebraic intcgration : and in particular this is the case with the equation

$$
\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}+\frac{d y}{\sqrt{1-y^{2} \cdot 1-k^{2} y^{\prime}}}=0,
$$

and in this last equation we may take the constant of integration, say $m$, to be the value of either of the variables $x, y$, when the other of them is put $=0$.

Writing $x=\sin \phi, y=\sin \psi, m=\sin \mu$, we obtain for the differential equation

$$
\frac{d \phi}{\Delta \phi}+\frac{d \psi}{\Delta \psi}=0,
$$

an algebraic integral such that the constant of integration $\mu$ is the value of either of the variables $\phi, \psi$ when the other of them is $=0$; viz. this is an integral involving the sines and cosines of $\phi, \psi$ (and $\mu$ ), but which (as being algebraic in regard to these sines and cosines) is spoken of as an algebraic integral.
13. The integral in question, say the addition-equation, may be expressed in (among others) the various forms

$$
\begin{aligned}
& \cos \mu=\cos \phi \cos \psi-\sin \phi \sin \psi \Delta \mu, \\
& \cos \phi=\cos \psi \cos \mu+\sin \psi \sin \mu \Delta \phi, \\
& \cos \psi=\cos \phi \cos \mu+\sin \phi \sin \mu \Delta \psi,
\end{aligned}
$$

$$
1-\cos ^{2} \phi-\cos ^{2} \psi-\cos ^{2} \mu+2 \cos \phi \cos \psi \cos \mu
$$

$$
-k^{9} \sin ^{2} \phi \sin ^{2} \psi \sin ^{2} \mu=0
$$

$$
\begin{aligned}
\sin \mu & =\sin \phi \cos \psi \Delta \psi+\sin \psi \cos \phi \Delta \phi \\
\cos \mu & =\cos \phi \cos \psi
\end{aligned}-\sin \phi \sin \psi \Delta \phi \Delta \psi \quad(\div) *,
$$

- The notation hardly requires explanation; the $(\div)$ shows that the function is a fraction the numerator of which is written down, and the denominator of
where in each case there is a denominator

$$
=1-k^{2} \sin ^{2} \phi \sin ^{2} \psi
$$

and $\quad \sin \phi=\sin \mu \cos \psi \Delta \psi-\sin \psi \cos \mu \Delta \mu \quad(\div)$,

$$
\cos \phi=\cos \mu \cos \psi \quad+\sin \mu \sin \psi \Delta \mu \Delta \psi \quad(\div)
$$

$$
\Delta \phi=\Delta \mu \Delta \psi \quad+k^{2} \sin \mu \sin \psi \cos \mu \cos \psi \quad(\div)
$$

where there is a denominator

$$
=1-k^{2} \sin ^{2} \mu \sin ^{2} \psi
$$

and in these last formulæ we may interchange $\phi, \psi$.
14. It is to be remarked that considering $\mu$ as variable we have

$$
\frac{d \phi}{\Delta \phi}+\frac{d \psi}{\Delta \psi}=\frac{d \mu}{\Delta \mu},
$$

viz the addition-equation is (not the general, but) a particular integral of this differential equation. Writing this equation under the forms

$$
\frac{d \phi}{\Delta \phi}=\frac{d \mu}{\Delta \mu}-\frac{d \psi}{\Delta \psi}, \frac{d \psi}{\Delta \psi}=\frac{d \mu}{\Delta \mu}-\frac{d \phi}{\Delta \phi^{\prime}},
$$

we naturally regard the integral equation, any form of it which gives $\mu$ in terms of $\phi, \psi$, as an addition-equation: and any form of it which gives $\phi$ or $\psi$ in terms of $\mu$, and $\psi$ or $\phi$, as a sub-traction-equation. The resulting notion of subtraction may be regarded as included in that of addition, and it will hardly be necessary again to refer to it.

## The Addition of the three kinds of Elliptic Integrals. Art. Nos. 15 to 17.

15. We assume throughout $\phi, \psi, \mu$ to be connected by the foregoing addition-equation: recollecting that this is an integral (taken with the constant determined as above) of the differential equation $\frac{d \phi}{\Delta \phi}+\frac{d \psi}{\Delta \psi}=0$, and reverting to the definition of which is afterwards stated: it is, I think, a very useful one generally, but there is in Elliptic Functions an especial need of it, from the frequent occurrence therein of groups of complicated algebraical fractions having the same denominator.
the function $F \phi$, it at once appears that for the first kind of elliptic function we have

$$
F \phi+F \psi-F \mu=0
$$

(viz. $\phi, \psi, \mu$ being connected as above, the integrals $F \phi, F \psi, F \mu$ satisfy this relation) : this is the addition-theorem for the first kind of elliptic integrals.
16. It can be shown that for the second kind

$$
E \phi+E \psi-E \mu=k^{2} \sin \phi \sin \psi \sin \mu
$$

and that for the third kind
$\Pi \phi+\Pi \psi-\Pi \mu=\frac{1}{\sqrt{\alpha}} \tan ^{-1} \cdot \frac{n \sqrt{\alpha} \sin \mu \sin \phi \sin \psi}{1+n-n \cos \mu \cos \phi \cos \psi}$,
$=\frac{1}{2 \sqrt{-\alpha}} \log \frac{1+n-n \cos \mu \cos \phi \cos \psi+n \sqrt{-\alpha} \sin \mu \sin \phi \sin \psi}{1+n-n \cos \mu \cos \phi \cos \psi-n \sqrt{-\alpha} \sin \mu \sin \phi \sin \psi}$, where $a=(1+n)\left(1+\frac{k^{2}}{n}\right)$, and $n$ being real, the first or second form is real according as $\alpha$ is positive or negative.
17. The mode of verification is obvious; in fact, representing either of the last-mentioned equations by $U=0$, and considering $U$ as a function of the variables $\phi, \psi$, we have

$$
\begin{aligned}
d U & =\frac{d U}{d \phi} d \phi+\frac{d U}{d \psi} d \psi \\
& =\left(\frac{d U}{d \phi} \Delta \phi-\frac{d U}{d \psi} \Delta \psi\right) \frac{d \phi}{\Delta \phi}
\end{aligned}
$$

so that to sustain the assumed equation $U=0$, we must in virtue of the addition-equation have identically

$$
\frac{d U}{d \phi} \Delta \phi-\frac{d U}{d \psi} \Delta \psi=0
$$

viz. this equation, if true at all, can be nothing else than a form of the addition-equation: or what is the same thing, the addition-equation will be reducible into the last-mentioned form: which being so, it gives $d U=0$, and thence by integration $U=$ const., and then determining the constant by the con-
dition that for $\psi=0$ the value of $\phi$ is $=\mu$, the value of the constant must come $=0$; and in this manner we must from the addition-equation arrive at the required equation $U=0$.

The Elliptic Functions am ; sinam, cosam, $\Delta \mathrm{am}$; or $\mathrm{sn}, \mathrm{cn}, \mathrm{dn}$. Art. Nos. 18 to 27.
18. We have spoken of $\phi$ as the amplitude of $F \phi$; or writing $F \phi=u$, then $\phi$ is the amplitude of $u$; say $\phi=a m u$, and then $\sin \phi, \cos \phi, \Delta \phi$ are the sine, cosine, and delta of am $u$, say these are

$$
\sin . \operatorname{am} u \text {, } \cos . \operatorname{am} u, \Delta . \operatorname{am} u,
$$

which may also be written

$$
\operatorname{sinam} u, \cos a m u, \Delta \operatorname{am} u,
$$

or as an abbreviation

$$
\operatorname{sn} u, \text { cn } u, \operatorname{dn} u .
$$

19. But in adopting the last-mentioned forms we introduce a new mode of looking at the functions; viz. $\mathrm{sn} u$ is a sort of sine-function, and $\mathrm{cn} u, \mathrm{dn} u$ are sorts of cosine-functions of $u$; these are called Elliptic Functions; and we may develope the theory from this point of view. Observe that the fundamental equation is $u=F \phi$ or $d \phi=\Delta \phi d u$ : this may be written
$d \sin \phi=\cos \phi \Delta \phi d u$, or since $\sin \phi=\operatorname{sn} u$, this is
$d \operatorname{sn} u=\operatorname{cn} u d n u d u: \operatorname{say}_{\operatorname{sn}} u=\operatorname{cn} u \operatorname{dn} u$,
moreover

$$
\begin{aligned}
\operatorname{cn}^{2} u & =1-\operatorname{sn}^{2} u, \\
\operatorname{dn}^{2} u & =1-k^{2} \operatorname{sn}^{2} u
\end{aligned}
$$

and differentiating and substituting for $\operatorname{sn}^{\prime} u$ its value, we find

$$
\begin{aligned}
\operatorname{cn}^{\prime} u & =-\operatorname{sn} u \operatorname{dn} u, \\
\operatorname{dn}^{\prime} u & =-k^{\prime} \operatorname{sn} u \mathrm{cn} u,
\end{aligned}
$$

and as above

$$
\operatorname{sn}^{\prime} u=\quad \operatorname{cn} u \operatorname{dn} u
$$

which five equations constitute a foundation of the theory. Observe also that $\operatorname{sn} 0=0, \operatorname{cn} 0=1, \operatorname{dn} 0=1, \operatorname{sn}(-u)=-\operatorname{sn} u$, $\operatorname{cn}(-u)=\operatorname{cn} u, \operatorname{dn}(-u)=\operatorname{dn} u$.
20. But this theory is already furnished by the additionequation; viz. starting from the equation $F \phi+F \psi=F \mu$, then writing $F \phi=u, F \psi=v$ (and therefore $\phi=\mathrm{am} u, \psi=\mathrm{am} v$ ) we have $F_{\mu}=u+v$ or $\mu=\mathrm{am}(u+v)$ : the equations which determine $\sin \mu, \cos \mu, \Delta \mu$ in terms of the $\sin , \operatorname{cus}$, and $\Delta$ of $\phi$ and $\psi$ give the $\mathrm{sn}, \mathrm{cn}$ and dn of $u+v$ in terms of those of $u$ and $v$ : viz. these equations are

$$
\begin{array}{lll}
\operatorname{sn}(u+v)=\operatorname{sn} u \operatorname{cn} v \operatorname{dn} v+\operatorname{sn} v \operatorname{cn} u \operatorname{dn} u & (\div), \\
\operatorname{cn}(u+v)=\operatorname{cn} u \operatorname{cn} v & -\operatorname{sn} u \operatorname{dn} u \operatorname{sn} v \operatorname{dn} v & (\div), \\
\operatorname{dn}(u+v)=\operatorname{dn} u \operatorname{dn} v & -k^{*} \operatorname{sn} u \operatorname{cn} u \operatorname{sn} v \operatorname{cn} v & (\div),
\end{array}
$$

where the denominator is

$$
=1-l^{2} \operatorname{sn}^{2} u \operatorname{sn}^{2} v
$$

and we may on the left-hand sides write $u-v$ instead of $u+v$, changing in each of the three numerators the sign of the second term.
21. These equations may be obtained independently: viz. in any one of them differentiating the right-hand side in regard to $u$ and substituting for $\mathrm{sn}^{\prime} u, \mathrm{cn}^{\prime} u, \mathrm{dn}^{\prime} u$, their values, we obtain a symmetrical function of $u, v$; hence the same result as would have been obtained by differentiating in regard to $v$ : the expression in question is thus a function of $u+v$; and writing therein $v=0$, we find it to be the sn, en or dn (as the case may be) of $u+v$; which proves the equations.
22. We thus see that $F$ is an inverse function, the direct function being sn ; and that $\mathrm{cn}, \mathrm{dn}$ are connected therewith as the cosine with the sine. It may be remarked that there are six quotients, $\mathrm{sn} \div \mathrm{cn}, \mathrm{sn} \div \mathrm{dn} ; \mathrm{cn} \div \mathrm{sn}, \mathrm{dn} \div \mathrm{sn} ; \mathrm{dn} \div \mathrm{cn}, \mathrm{cn} \div \mathrm{dn}$, which are in some sort analogous to the functions tan, cot: if all these functions had to be considered, appropriate notations would be $\frac{\mathrm{sn}}{\mathrm{cn}}$, \&c. (viz. $\frac{\mathrm{sn} u}{\mathrm{cn} u}=\frac{\mathrm{sn}}{\mathrm{cn}} u$, \&c.). These are not required: it is however in some of the formule convenient to have a symbol for the single quotient $\mathrm{sn} \div \mathrm{cn}$ : and considering this
as standing for $\sin . a m \div c o s . a m$, it is $=\tan$. am, and we accordingly write it as $\operatorname{tn}: \operatorname{viz}$. we have $\frac{\operatorname{sn} u}{\operatorname{cn} u}$, $=\tan . \operatorname{am} u,=\operatorname{tn} u$.
23. In further illustration suppose that the theory of the circular functions sine, cosine, was unknown, and that we had defined $F x$ to be the function

$$
\int_{0} \frac{d x}{\sqrt{1-x^{2}}}
$$

Then taking the variables $x, y$ to be connected by the differential equation

$$
\frac{d x}{\sqrt{1-x^{2}}}+\frac{d y}{\sqrt{1}-y^{2}}=0
$$

and supposing that $z$ is the value of $y$ answering to $x=0$, we have

$$
F x+F y=F z
$$

But the differential equation admits of algebraic integration: and determining in each case the constant by the condition that for $x=0, y$ shall be $=z$, the algebraic integral may be expressed in the two forms

$$
\begin{aligned}
x \sqrt{1-y^{2}}+y \sqrt{1-x^{2}} & =z, \\
x y-\sqrt{1-x^{2}} \sqrt{1-y^{2}} & =\sqrt{1-z^{2}},
\end{aligned}
$$

so that either of these equations represents the above-mentioned transcendental integral; and we have thus a circular theory precisely analogous to the elliptic theory in its original form. But here the function $F x$ is the inverse function $\sin ^{-1} x$, and the last-mentioned two equations are the equivalents of the equation

$$
\sin ^{-1} x+\sin ^{-1} y=\sin ^{-1} z
$$

whence writing $\sin ^{-1} x=u, \sin ^{-1} y=v$, and therefore $x=\sin u$, $y=\sin v, z=\sin (u+v)$ : also assuming $\sqrt{1-\sin ^{2} u}=\cos u$, and therefore $\sqrt{1-\sin ^{3} v}=\cos v$, and $\sqrt{1-\sin ^{2}(u+v)}=\cos (u+v)$, the equations in question become

$$
\begin{aligned}
& \sin (u+v)=\sin u \cos v+\sin v \cos u \\
& \cos (u+v)=\cos u \cos v-\sin u \sin v
\end{aligned}
$$

and it is elearly convenient to use these functions $\sin , \cos$ in place of $F$, denoting as above $\sin ^{-1}$.
24. In the theory of the circular functions we have an addition-theory, which gives rise to and may be considered as including a subtraction-theory : and this leads to a multiplicationand division-theory : viz. we find from $\sin u, \cos u$, the functions $\sin$ or $\cos n u, \sin$ or $\cos \frac{m}{n} u$; we have similarly for the elliptic funetions $\mathrm{sn}, \mathrm{cn}$, dn a multiplication- and division-theory. These will be considered in detail; they are referred to here only for the sake of the remark that there is for the elliptic functions a "transformation-theory" which has no analogue in the cireular functions, viz. we determine in terms of the functions of $u$ the like functions with an argument $\frac{u}{N}$, and a new modulus $\lambda$ in place of the original $k$ : the transformation is of any integer order $n$, and there is, for each value of $n$, a relation called the modular equation between $k$ and the new modulus $\lambda$. And it is convenient to notice that in the multiplication-theory the sn , en and dn of $n u$, and in the transformation-theory the same functions of $\left(\frac{u}{I}, \lambda\right)$, are fractions having a common denominator, so that in cach ease there are three numerators and a denominator which come into consideration.
25. The circular theory gives rise to a numerical transcendant $\pi$, viz. $\frac{\pi}{2}=\frac{1}{2} 3 \cdot 14159 \ldots$ is a quantity such that $\sin \frac{\pi}{2}=1$, $\cos \frac{\pi}{2}=0, \frac{\pi}{2}$ being the smallest positive value of the argument for which the two functions have these values: and in developing the theory from the integral $\int \frac{d x}{\sqrt{1-x^{2}}}, \frac{\pi}{2}$ would be the complete function defined from the equation

$$
\frac{\pi}{2}=\int_{0}^{1} \frac{d x}{\sqrt{1-x^{2}}}
$$

Moreover the circular functions are periodic, having for their common period four times this quantity, $=2 \pi$ : viz, we have

$$
\sin _{\cos }(u+2 \pi)=\sin _{\cos } u .
$$

20. Corresponding to $\frac{\pi}{2}$ we have in elliptic functions in the first instance the complete function $F_{2} k$, also denoted by $K$, viz. $K$ is a real positive quantity defined by the equation

$$
K=\int_{0}^{\frac{\pi}{2}} \frac{d \phi}{\sqrt{1-h^{2} \sin ^{2} \phi}},
$$

or, what is the same thing,

$$
K=\int_{0}^{1} \frac{d x}{\sqrt{1-x^{2}} \cdot 1-k^{2} x^{2}},
$$

where $K$ is of course not a mere numerical transcendant, but a function of $k: K$ is such that we have $\operatorname{sn} K=1, \operatorname{cn} K=0$, $\mathrm{dn} K=k^{\prime}$. Writing $v=K$, we obtain simple expressions for the $\mathrm{sn}, \mathrm{cn}, \mathrm{dn}$ of $u+K$, and thence for those of $u+2 K$ and $u+4 K^{\text {; }}$ viz. it ultimately appears that the sn, cn and dn of $u+4 K$ are the same as the $\mathrm{sn}, \mathrm{cn}$ and dn of $u$ respectively: or the functions have a real period $4 K$.
27. But the form of the integral suggests the consideration of another quantity

$$
\int_{0}^{\frac{1}{2}} \frac{d x}{\sqrt{1-x^{2}} \cdot 1-h^{2} x^{2}}
$$

this is a complex quantity transformable into the form

$$
\int_{0}^{1} \frac{d x}{\sqrt{1-x^{2}} \cdot 1-k^{2} x^{2}}+i \int_{0} \frac{d x}{\sqrt{1-x^{4} \cdot 1-k^{2} x^{2}}}
$$

viz. $K^{\prime}$ being the same function of the complementary modulus $k^{\prime}$ that $K$ is of $k$, the value is $=K+i K^{\prime}$.

We have

$$
\operatorname{sn}\left(K+i K^{\prime}\right)=\frac{1}{k}, \operatorname{cn}\left(K+i K^{\prime}\right)=\frac{i k^{\prime}}{k}, \operatorname{dn}\left(K+i K^{\prime}\right)=0,
$$

and then forming the sn, cn and dn of $u+K+i K^{\prime}$, \&c. it ultimately appears that the functions of $u+4\left(K+i K^{\prime}\right)$ are equal
to those of $u$ respectively: viz. there is a second period $4\left(K+i K^{\prime \prime}\right)$. But as above seen $4 K$ was a period, and thus the periods may be taken to be $4 K, 4 i K^{\prime}$ respectively-only it must be borne in mind that $K, K+i K^{\prime}$ have, $K, i K^{\prime}$ have not, analogous relations to the elliptic functions. This is the theorem of the double periodicity of the elliptic functions.

Further theory in regard to the third kind of Elliptic Integrals: Addition of Parameters, and Interchange of Amplitude and Parameter. Art. Nos. 28 to 31.
28. We may differentiate an algebraic function

$$
\sin \phi \cos \phi R\left(\sin ^{2} \phi\right) \Delta(k, \phi),
$$

where $R\left(\sin ^{2} \phi\right)$ denotes a rational function of $\sin ^{2} \phi$; and thereby obtain an expression involving two or more terms of the form $\frac{d \phi}{\left(1+n \sin ^{2} \phi\right) \Delta(k, \phi)}$ with different values of $n$. Conversely, integrating such expression we obtain an equation containing two or more terms of the form II $(n, k, \phi)$, that is elliptic integrals of the third kind with different parameters. In particular there may be two parameters only; viz, these being $n, n^{\prime}$, then we have either $n n^{\prime}=h^{2}$ or $(1+n)\left(1+n^{\prime}\right)=k^{\prime 2}$ : the resulting formule are useful for the reduction of an integral of the third kind to a like integral where the parameter is of one of the standard forms $\cot ^{2} \theta,-1+k^{2} \sin ^{2} \theta,-k^{2} \sin ^{2} \theta$.
29. There may be three parameters; the theorem is in this case a theorem for the "addition of the parameters." To explain this, suppose that two of the parameters are $-k^{2} \sin ^{2} p,-k^{2} \sin ^{2} q$ (this, if $p, q$ are taken to be real, is a particular assumption, limiting the generality of the result; but allowing them to be imaginary, it is no restriction): then the third parameter is $-k^{2} \sin ^{2} r$, where the angles $p, q, r$ are connected together by that very relation which is the addition-equation for the integrals of the first kind, $F p+F q-F r=0$ (rather it is, in the first instance, $F p+F q+F r=$ const., reducible to the last-mentioned particular form) : the theorem then gives $\Pi\left(-k^{3} \sin ^{2} r, k, \phi\right)$ in terms of $\Pi\left(-k^{2} \sin ^{2} p, k, \phi\right)$ and $\Pi\left(-k^{2} \sin ^{2} q, k, \phi\right)$; and it is in this sense a theorem for the addition of parameters.
30. The theorem leads to an expression for an integral of given imaginary parameter in terms of two integrals of real parameter, one of them of the form $-k^{2} \sin ^{2} \theta$, the other of the form $\cot ^{2} \lambda$ or $-1+k^{\prime 2} \sin ^{2} \lambda$.
31. There is a further theory of the "interchange of amplitude and parameter:" differentiating the two sides of the equation

$$
\Pi(n, k, \phi)=\int_{\left(1+\bar{n} \sin ^{2} \phi\right) \Delta(k ; \phi)}^{d \phi}
$$

in regard to $n$, and, after multiplication by a factor, conversely integrating in regard to this variable, we obtain

$$
\sqrt{(1+n)\left(1+\frac{k^{n}}{n}\right)} \Pi(n, k, \phi)
$$

expressed as a sum of certain integrals in respect to n. Expressing this paramcter in one of the standard forms, for instance $n=-k^{2} \sin ^{2} \theta$, the integrals in regard to $n$ become integrals in regard to $\theta$, viz, these are the elliptic integrals $F(k, \theta), E(k, \theta)$ and an integral of the third kind $\Pi\left(n^{\prime}, k, \theta\right)$, where the parameter $n^{\prime}$ is $=-k^{2} \sin ^{2} \phi$ : that is $n=-k^{2} \sin ^{2} \theta, n^{\prime}=-k^{2} \sin ^{2} \phi$. We have a relation between the integrals $\Pi(n, k, \phi), \Pi\left(n^{\prime}, k, \theta\right)$; this relation [involving also $F(k, \phi), E(k, \phi), F(k, \theta), E(k, \theta)$ ] is a form of the so-called theorem for the interchange of amplitude and parameter: those belonging to the other two forms of parameter $n=\cot ^{2} \theta$ and $n=-1+k^{\prime 2} \sin ^{2} \theta$ are less elegant, inasmuch as in the $\theta$ functions the modulus is $k^{\prime}$ instead of $k$.

The second and third kinds of Elliptic Integrals expressed in terms of the argument $u$; new Notations. Art. Nos. 32 to 34 .
32. The introduction of $u,=F \phi$, as the argument in place of $u$, in fact supersedes the consideration of the elliptic integral of the first kind: by introducing $u$ as the argument in the integrals of the second and third kinds, we obtain

$$
E(k, \phi)=\int_{0}\left(1-k^{2} \operatorname{sn}^{2} u\right) d u, \Pi(n, k, \phi)=\int_{0} \frac{d u}{1+n \operatorname{sn}^{2} u}
$$

which functions changing the notation might be called $E(k, u)$ and $\Pi(n, k, u)$ respectively. But it is found convenient to consider somewhat different functions; viz. in place of the integral of the second kind Jacobi considers

$$
Z u=u\left(1-\frac{E}{K}\right)-k^{2} \int_{0} \operatorname{sn}^{2} u d u,
$$

where $E, K$ denote the complete functions $E_{1} k, F_{2} k$ respectively : $Z u$ is of course a function of $k$, so that its complete expression is $Z(k, u)$ : it is $=-\frac{K_{K}}{K^{u}}+E(k, u)$, differing from $E(k, u)$ by a multiple of $u$.
33. As regards the third kind, the parameter is taken to be $=-k^{2} \mathrm{sn}^{2} a$ (to meet every case $a$ must not be restricted to real values) and the function considered is

$$
\Pi(u, a)=\int_{0} \frac{k^{2} \operatorname{sn} a \operatorname{cn} a d n a \operatorname{sn}^{2} u d u}{1-k^{3} \operatorname{sn}^{2} a \operatorname{sn}^{2} u},
$$

[being of course a function also of $k$, so that its complete expression would be $\Pi(u, a, k)]$ : viz. writing $n=-k^{2} \mathrm{sn}^{3} a$, this is in fact a multiple of

$$
\int \frac{\sin ^{2} \phi d \phi}{\left(1+n \sin ^{2} \phi\right) \Delta(k, \phi)},=\frac{1}{n}\{\boldsymbol{F}(k, \phi)-\Pi(n, k, \phi)\} .
$$

34. The advantage of the new forms is very great: thus the addition-theorem for the second kind of integral is

$$
Z u+Z v-Z(u+v)=k^{2} \operatorname{sn} u \operatorname{sn} v \operatorname{sn}(u+v)
$$

and that for the third kind gives in like manner the value of

$$
\Pi(u, a)+\Pi(v, a)-\Pi(u+v, a)
$$

in terms of the functions of $u, v, u+v$ : the theorem for the addition of the parameters gives a very similar expression for

$$
\Pi(u, a)+\Pi(u, b)-\Pi(u, a+b)
$$

and the theorem for the interchange of amplitude and parameter is in fact a relation between $\Pi(u, a)$ and $\Pi(a, u)$.

The Functions $\Theta u, \mathrm{H} u$. The $q$-formule. Art. Nos. 35 to 42.
35. From the function $\operatorname{sn} u$ we derive a new function $\Theta_{u}$ by the equation

$$
\Theta u=\sqrt{\frac{2 K k^{\prime}}{\pi}} e^{i u^{2}\left(1-\frac{E}{K}\right)-k^{2} f_{0} d u \int_{d u} d u n^{2} \psi u}
$$

( $K, E$ denoting as before the complete functions $F_{1} k, E_{1} k$ ) : this may be regarded as one of a system of four functions, $\Theta u$, $\Theta(u+K), \Theta\left(u+i K^{\prime}\right), \Theta\left(u+K+i K^{\prime \prime}\right)$; or writing

$$
H u=-i e^{-\frac{\pi\left(K^{\prime}-\mathcal{F}_{i v}\right)}{K^{K}}} \Theta\left(u+i K^{\prime}\right),
$$

the functions may be taken to be $\Theta u, \Theta(u+K), H u, H(u+K)$.
36. The function $Z u$ is at once expressed in terms of $\Theta u$ and its derived function $\Theta^{\prime} u$; viz. we have $Z u=\frac{\Theta^{\prime} u}{\Theta_{u}}$.

The function $\Pi(u, a)$ has a simple expression in terms of $\boldsymbol{\Theta}$, viz. we have

$$
\Pi(u, a)=u \frac{\boldsymbol{\Theta}^{\prime} a}{\boldsymbol{\Theta} a}+\frac{1}{2} \log _{\boldsymbol{\Theta}(u+a)}^{\boldsymbol{\Theta}(u-a)} .
$$

37. Writing herein $u+a$ for $u$, we have

$$
\Pi(u+a, a)=(u+a) \frac{\Theta^{\prime} a}{\Theta a}-\frac{1}{2} \log \frac{\Theta(u+2 a)}{\Theta u} ;
$$

and for the values $a=\frac{1}{2} K, \frac{1}{2} i K^{\prime \prime}, \frac{1}{2} K+\frac{1}{2} i K^{\prime}$ the function $\Pi(u+a, a)$ is exprcssible in finite terms by means of the functions $\log \operatorname{sn} u, \log \operatorname{cn} u, \log \operatorname{dn} u$ respectively: the resulting equations give, after all reductions, the formulæ next referred to ${ }^{*}$.
38. The functions $\operatorname{sn} u, \operatorname{cn} u, \operatorname{dn} u$ are found to be fractional functions, the three numerators and the denominator being the four functions above spoken of; viz, we have $\operatorname{sn} u=\frac{1}{\sqrt{k}} H u \div, \operatorname{cn} u=\sqrt{\frac{\vec{k}}{k}} H(u+K) \div, \quad \operatorname{dn} u=\sqrt{k} \Theta(u+K) \div$, where denom. $=\boldsymbol{\Theta} u$.

[^1]39. These functions $H, \Theta$ are in fact doubly infinite products; viz. writing for shortness
\[

$$
\begin{aligned}
& \left(m, m^{\prime}\right)=2 m K+\quad 2 m^{\prime} i K^{\prime \prime} \\
& \left(\bar{m}, m^{\prime}\right)=(2 m+1) K+\quad 2 m^{\prime} i K^{\prime \prime} \\
& \left(m, \overline{m^{\prime}}\right)=\quad 2 m K+\left(2 m^{\prime}+1\right) i K^{\prime}, \\
& \left(\bar{m}, \overline{m^{\prime}}\right)=(2 m+1) K+\left(2 m^{\prime}+1\right) i K^{\prime} ;
\end{aligned}
$$
\]

then, disregarding certain constant factors, we have

$$
\begin{aligned}
& H u \quad=u \Pi\left\{1+\frac{u}{\left(m, m^{\prime}\right)}\right\}, \\
& H(u+K)=\Pi\left\{1+\frac{u}{\left(\bar{m}, m^{\prime}\right)}\right\}, \\
& \Theta u \quad=\Pi\left\{1+\frac{u}{\left(m, \overline{m^{\prime}}\right)}\right\}, \\
& \Theta\left(u+K^{\prime}\right)=\Pi\left\{1+\frac{u}{\left(\bar{m}, \overline{m^{\prime}}\right)}\right\},
\end{aligned}
$$

where (except that in the first product the simultaneous values $m=0, m^{\prime}=0$ are to be omitted) $m, m^{\prime}$ have all positive or negative integer values, including zero, but under the following condition, viz. taking $\mu, \mu^{\prime}$ to denote each of them an indefinitely large positive integer, $\mu$ being also indefinitely large in comparison with $\mu^{\prime}$, so that $\mu^{\prime} \div \mu=0$, then

40. Giving to $m$ all its values, and reducing by means of the factorial expressions of $\sin x, \cos x$, the expressions become singly infinite products of circular functions such as

$$
\sin \frac{\pi}{2 K}\left(u+2 m^{\prime} i K^{\prime}\right) ;
$$

or writing $\frac{\pi u}{2 K}=x$, these are expressible as products or series c.
involving $\cos 2 x$, or the multiple sines or cosines of $x$, with coefficients which are functions of the quantity $q,=e^{-\frac{\nabla K^{*}}{K^{*}}}$; viz we have thus the $q$-formulæ which Jacobi obtains in quite a different manner (from a transformation formula, by writing thercin $\frac{u}{n}$ for $u$, and taking $n$ infinite), and which in fact led him to the functions $H$ and $\Theta$. The formule are very remarkable as well in themselves as from their origin, and the conncxion which they establish between Elliptic Functions and the theory of Numbers: as a specimen take here the identity

$$
\left\{1+2 q+2 q^{4}+2 q^{9}+\ldots\right\}^{4}=1+8\left\{\frac{q}{1-q}+\frac{2 q^{2}}{1+q^{2}}+\frac{3 q^{3}}{1-q^{3}}+\ldots\right\}
$$

which not only shows that every number is the sum of four squares, but affords the means of finding the number of decompositions.
41. The four functions $\Theta u, \Theta(u+K), \Pi u, \Pi(u+K)$ considered as functions of $\omega,=\frac{\pi K^{\prime}}{K^{\prime}}$, and $v=\frac{\pi u}{2 K}$, each of them satisfy the partial differential equation

$$
\frac{d^{2} \sigma}{d v^{2}}-4 \frac{d \sigma}{d \omega}=0
$$

This equation, not given in the Fundamenta Nova, but obtained by Jacobi (Crelle, t. III. p. 306, 1828), is, in fact, an immediate consequence from the expressions of the functions as series. in terms of $q\left(=e^{-\infty}\right)$ and $u$; but it is also obtainable from the finite expressions of these functions.
42. There is no proper addition-equation for the functions $H, \Theta$ : the nearest analogue is the system of equations

$$
\begin{aligned}
& \Theta(u+v) \Theta(u-v)=\frac{\Theta^{2} u \Theta^{2} v-\Pi^{2} u \Pi^{2} v}{\Theta^{2} 0} \\
& H(v+v) H(u-v)=\frac{\Pi^{2} u \Theta^{2} v-\Theta^{2} u H^{2} v}{\Theta^{2} 0}
\end{aligned}
$$

involving, it will be obscrved, the $H, \leftrightarrow$ as well of $u-v$ as of $u+v$. But these formulæ show, what follows also from the double-product expressions, that these functions have a multi-plication-theory ; and the double-product expressions also show that they have a transformation theory.

The Numerators and Denominator in the multiplication and transformation of the Elliptic Functions. Art. No. 43.
43. We are thus, in the multiplication and in the transformation of the elliptic functions, led to expressions for the three numerators and the denominator of the functions of $n u$, or of $\left(\frac{u}{M}, \lambda\right)$ (ante, No. 24), in terms of the functions $H, \Theta$; and by the aid of the above-mentioned partial differential equation we obtain partial differential equations satisfied by the nume-rator- and denominator-functions in question: thus, considering the denominator only, and writing for convenience $x=\sqrt{k} \sin u$, $\alpha=k+\frac{1}{k}, \nu=n$, in the case of the transformation of the $n^{\text {th }}$ order $\operatorname{sn}\left(\frac{u}{M}, \lambda.\right)$, but $=n^{2}$ in the case of multiplication $\operatorname{sn} n u$; then the denominator, considered as a function of $x$ and $a$, satisfies the partial differential cquation

$$
\begin{aligned}
\left(1-\alpha x^{2}+x^{4}\right) \frac{d^{2} z}{d x^{2}}+(\nu-1) & \left(a x-2 x^{3}\right) \frac{d z}{d x} \\
& +\nu(\nu-1) x^{2} z-2 \nu\left(z^{2}-4\right) \frac{d z}{d \lambda}
\end{aligned}
$$

(Jacobi, Crelle, t. Iv. p. 185, 1829.). As regards the transformation formula, it is to be observed that $\lambda$, quà function of $k$, must consequently be considered as a function of $a$, and the expression of $z$ as a function of $x$, and of $\alpha$ directly and through $\lambda$, is so complex, that not only the equation is practically uscless, but it is difficult to verify it even in the simple case of a cubic transformation: but as regards the multiplication formula, the equation is very convenient for the determination of the actual
expression of $z$ as a function of $x$ and $a$, or, what is the same thing, of $\operatorname{sn} u$ and $k$. The equation requires some change of form to adapt it to the three numerators respectively: and the resulting equations are in like manner practically useless for transformation but very convenient for multiplication.

## Concluding Remarks. Art. No. 44.

44. The foregoing outline is purposely very brief as to the theory of transformation, and as to the ulterior theory of the third kind of Elliptic Integrals; as to these it is completed by the outlines prefixed to the chapters on these subjects respeetively, and generally the outlines or introductory paragraphs to the several chapters may be consulted : as thus extended, the outline is intended to cover the whole of the present treatise up to the end of ehapter XI., and also chapter XII., whieh contains the reduction of the differential expression $R d x \div \sqrt{X}$ to the like expression with the radical in the standard form $\sqrt{1-x^{2} .1-k^{2} x^{2}}$, as mentioned at the beginning of this outline. The remaining chapters, xiII. to Xvi., I regard as supplementary; the outlines or introduetory paragraphs will explain what the contents of these are ; I only remark here that ehapter xiin., relating in fact to Landen's transformation, belongs to the elementary part of the subjeet, and might have been brought in at a much earlier stage; the only reason for deferring it was the convenience of using the form of radical $\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}$, instead of the standard form $\sqrt{1-k^{2} \sin ^{2} \phi}$; generally whatever relates to the non-standard form of radical is given in these supplementary ehapters.

## CHAPTER II.

THE ADDITION-EQUATION: LANDEN'S THEOREM,
45. As already mentioned the addition-equation is the integral of the differential equation

$$
\frac{d \phi}{\Delta \phi}+\frac{d \psi}{\Delta \psi}=0,
$$

( $\Delta \phi=\sqrt{1-k^{2} \sin ^{2} \phi}$, \&a.) the constant of integration, $\mu$ being the value of either variable when the other is put $=0$. Of the proofs which are here given several are only verifications of the theorem assumed to be known : but the first one is a direct investigation. The fifth proof (Jacobi's by means of two fixed circles) leads so naturally to Landen's theorem, that, although belonging to a different part of the subject, I have given it in the present chapter.

First Proof (Walton, Quarterly Math. Journ. t. XI. pp. 177-178, 1870). Art. No. 46.
46. Rationalising the differential equation, we have

$$
d \phi^{2}-d \psi^{2}=-k^{3}\left(\sin ^{2} \phi d \psi^{2}-\sin ^{2} \psi d \phi^{2}\right)
$$

or, as this may be written,

$$
\begin{aligned}
\left(d \phi^{2}-d \psi^{2}\right)\left(\cos ^{2} \phi\right. & \left.-\cos ^{2} \psi\right) \\
& =-k^{2}\left(\sin ^{2} \phi d \psi^{2}-\sin ^{2} \psi d \phi^{2}\right)\left(\cos ^{2} \phi-\cos ^{2} \psi\right)
\end{aligned}
$$

The left-hand side is

$$
\begin{aligned}
& =-\sin (\phi+\psi)(d \phi+d \psi) \sin (\phi-\psi)(d \phi-d \psi) \\
& =-d \cos (\phi+\psi) \cdot d \cos (\phi-\psi)
\end{aligned}
$$


or putting $x=\cos \phi \cos \psi, y=\sin \phi \sin \psi$, and therefore

$$
\cos (\phi+\psi)=x-y, \quad \cos (\phi-\psi)=x+y
$$

this is $=d y^{2}-d x^{2}$.
The right-hand side, omitting the factor $-k^{2}$, is

$$
\begin{array}{r}
(\cos \phi+\cos \psi)(\sin \phi d \psi+\sin \psi d \phi) \\
\times(\cos \phi-\cos \psi)(\sin \phi d \psi-\sin \psi d \phi)
\end{array}
$$

where the first factor is
$=\cos \phi \sin \psi d \phi+\cos \psi \sin \phi d \psi+\sin \phi \cos \phi d \psi+\sin \psi \cos \psi d \phi ;$
viz. writing this under the form
$\cos \phi \sin \psi d \phi+\cos \psi \sin \phi d \psi+\sin \phi \cos \phi\left(\cos ^{2} \psi+\sin ^{2} \psi\right) d \psi$ $+\sin \psi \cos \psi\left(\cos ^{2} \phi+\sin ^{2} \phi\right) d \phi$, $=d y+x d y-y d x ;$
and similarly the second factor is

$$
=-d y+x d y-y d x
$$

Hence, restoring the factor $-k^{2}$, the right-hand side is

$$
=k^{2}\left[d y^{2}-(x d y-y d x)^{2}\right]
$$

or the differential equation is

$$
d y^{2}-d x^{2}=h^{2}\left[d y^{2}-(x d y-y d x)^{2}\right]
$$

viz. writing herein $\frac{d y}{d x}=p$, this is

$$
p^{2}-1=k^{2}\left[p^{2}-(y-p x)^{2}\right]
$$

or we have

$$
(y-p x)^{2}=p^{2}+\frac{1}{k^{2}}\left(1-p^{2}\right),=\frac{1}{k^{2}}\left\{\left(k^{2}-1\right) p^{2}+1\right\}
$$

which is an equation of Clairaut's form; or taking $\gamma$ as the arbitrary constant, the integral is

$$
y=\gamma x+\frac{1}{k} \sqrt{\left(k^{2}-1\right) \gamma^{2}-1}
$$

that is

$$
\sin \phi \sin \psi=\gamma \cos \phi \cos \psi+\frac{1}{k} \sqrt{\left(k^{2}-1\right) \gamma^{2}-1}
$$

Let $\mu$ be the value of $\psi$ corresponding to the value $\phi=0$, then writing $\phi=0, \psi=\mu$, we have

$$
\gamma \cos \mu+\frac{1}{k} \sqrt{\left(k^{2}-1\right) \gamma^{3}+1}=0
$$

giving $\gamma^{7} k^{2}\left(1-\sin ^{2} \mu\right)=\gamma^{2} k^{2}-\gamma^{2}+1$, that is $\gamma^{2}\left(1-k^{2} \sin ^{2} \mu\right)=1$, or $\gamma=\frac{1}{\Delta \mu}$, whence $\frac{1}{k} \sqrt{\left(\kappa^{2}-1\right) \gamma^{2}+1}=\frac{-\cos \mu}{\Delta \mu}$; and substituting, we obtain

$$
\cos \mu=\cos \phi \cos \psi-\sin \phi \sin \psi \Delta \mu
$$

the required addition-equation.
Second Proof (Jacobi, Crelle, t. vili, p. 332, 1832). Art. No. 47.
47. Assume $a+b \cos \phi \cos \psi+c \sin \phi \sin \psi=0$,
then differentiating we have

$$
\begin{gathered}
(-b \sin \phi \cos \psi+c \cos \phi \sin \psi) d \phi \\
+(-b \cos \phi \sin \psi+c \sin \phi \cos \psi) d \psi=0
\end{gathered}
$$

say this is

$$
M d \phi+N d \psi=0
$$

But we have

$$
\begin{aligned}
& 3 I^{2}+(b \cos \phi \cos \psi+c \sin \phi \sin \psi)^{2}=b^{2} \cos ^{2} \psi+c^{2} \sin ^{2} \psi \\
& N^{2}+(b \cos \phi \cos \psi+c \sin \phi \sin \psi)^{2}=b^{2} \cos ^{2} \phi+c^{2} \sin ^{2} \phi
\end{aligned}
$$

that is

$$
\begin{aligned}
& M^{2}=-a^{2}+b^{2} \cos ^{2} \psi+c^{2} \sin ^{2} \psi=b^{2}-a^{2}-\left(b^{2}-c^{2}\right) \sin ^{2} \psi \\
& N^{2}=-a^{2}+b^{2} \cos ^{2} \phi+c^{2} \sin ^{2} \phi=b^{2}-a^{2}-\left(b^{2}-c^{2}\right) \sin ^{2} \phi
\end{aligned}
$$

and the differential equation thus is

$$
\frac{d \phi}{\sqrt{b^{2}-a^{2}-\left(b^{2}-c^{2}\right) \sin ^{2} \phi}}+\frac{d \psi}{\sqrt{b^{2}-a^{2}-\left(b^{2}-c^{2}\right) \sin ^{2} \psi}}=0 ;
$$

viz. an integral of this equation is

$$
a+b \cos \phi \cos \psi+c \sin \phi \sin \psi=0 .
$$

But observe that the differential equation contains the single constant $\frac{b^{2}-c^{2}}{b^{2}-a^{2}}$, the integral equation the two constants $\frac{b}{a}, \frac{c}{a}$,
which of course cannot be expressed in terms of $\frac{b^{2}-c^{2}}{b^{2}-a^{2}}$, but only in terms of this and an arbitrary constant, say $\mu$. Hence the assumed equation is the general integral of the differential equation.

To complete the investigation write $\frac{b^{2}-c^{2}}{b^{2}-a^{2}}=k^{2}$, and assume $\frac{a}{b}=-\cos \mu$, then the equation $\frac{b^{2}-c^{2}}{b^{2}-a^{2}}=k^{2}$, or $c^{2}=b^{3}-\left(b^{3}-a^{2}\right) k^{2}$ becomes $c^{2}=b^{2}\left(1-k^{3} \sin ^{2} \mu\right)$, or say $c=-b \Delta \mu$ : substituting these values of $a$ and $c$, the equation becomes

$$
-\cos \mu+\cos \phi \cos \psi-\sin \phi \sin \psi \Delta \mu=0 ;
$$

viz. we have

$$
\cos \mu=\cos \phi \cos \psi-\sin \phi \sin \psi \Delta \mu,
$$

as the integral of the differential equation $\frac{d \phi}{\Delta \phi}+\frac{d \psi}{\Delta \psi}=0$.
And it is clear that $\mu$ is the value of either variable corresponding to the value 0 of the other variable.

Forms of the Addition-Equation. Art. Nos. 48 and 49.
48. We have

$$
(\cos \mu-\cos \phi \cos \psi)^{2}-\sin ^{2} \phi \sin ^{2} \psi \Delta^{2} \mu=0 ;
$$

or expanding and reducing

$$
\begin{aligned}
1-\cos ^{2} \phi-\cos ^{2} \psi-\cos ^{2} \mu+ & 2 \cos \phi \cos \psi \cos \mu \\
& -k^{2} \sin ^{2} \phi \sin ^{2} \psi \sin ^{2} \mu=0
\end{aligned}
$$

which is symmetrical in regard to the three quantities: hence we have also

$$
\begin{aligned}
& (\cos \phi-\cos \mu \cos \psi)^{2}=\sin ^{2} \mu \sin ^{2} \psi \Delta^{2} \phi, \\
& (\cos \psi-\cos \mu \cos \phi)^{2}=\sin ^{2} \mu \sin ^{2} \phi \Delta^{2} \psi
\end{aligned}
$$

and extracting the square roots, it appears that the signs on the right-hand side must be + : we thus have

$$
\begin{aligned}
& \cos \phi-\cos \mu \cos \psi=\sin \mu \sin \psi \Delta \phi \\
& \cos \psi-\cos \mu \cos \phi=\sin \mu \sin \phi \Delta \psi
\end{aligned}
$$

to which join the original equation

$$
\cos \mu-\cos \phi \cos \psi=-\sin \phi \sin \psi \Delta \mu
$$

49. From the rationalised equation, writing $\sin ^{2} \mu=1-\cos ^{3} \mu$, we obtain
$\left(1-k^{2} \sin ^{2} \phi \sin ^{2} \psi\right) \cos ^{2} \mu-2 \cos \phi \cos \psi \cos \mu$

$$
=1-\cos ^{2} \phi-\cos ^{4} \psi-k^{3} \sin ^{2} \phi \sin ^{2} \psi
$$

that is

$$
\begin{aligned}
& {\left[\left(1-k^{2} \sin ^{2} \phi \sin ^{2} \psi\right) \cos \mu-\cos \phi \cos \psi\right]^{2}} \\
& \quad=\left(1-k^{2} \sin ^{2} \phi \sin ^{2} \psi\right)\left(1-\cos ^{2} \phi-\cos ^{2} \psi-k^{2} \sin ^{2} \phi \sin ^{2} \psi\right) \\
& \\
& +\cos ^{2} \phi \cos ^{2} \psi
\end{aligned}
$$

which is easily seen to be

$$
=\sin ^{2} \phi \sin ^{2} \psi \Delta^{2} \phi \Delta^{2} \psi ;
$$

and then extracting the square roots, the sign on the righthand side is - , and we have

$$
\left(1-k^{2} \sin ^{2} \phi \sin ^{2} \psi\right) \cos \mu=\cos \phi \cos \psi-\sin \phi \sin \psi \Delta \phi \Delta \psi
$$

which gives the value of $\mu$ in terms of $\phi$ and $\psi$.
Combining with this the equation

$$
\cos \mu-\cos \phi \cos \psi=-\sin \phi \sin \psi \Delta \mu
$$

we have the value of $\Delta \mu$ : and if from $\cos \mu$ we proceed to find the value of $\sin ^{2} \mu$, we have

$$
\begin{aligned}
\left(1-k^{2} \sin ^{2} \phi \sin ^{2} \psi\right)^{2} \sin ^{2} \mu & =\left(1-k^{2} \sin ^{2} \phi \sin ^{2} \psi\right)^{2} \\
& -(\cos \phi \cos \psi-\sin \phi \sin \psi \Delta \phi \Delta \psi)^{2}
\end{aligned}
$$

which is readily found to be

$$
=(\sin \phi \cos \psi \Delta \psi+\sin \psi \cos \phi \Delta \phi)^{\prime} ;
$$

and extracting the square roots, the sign on the right-hand
side is + : we have thus the formula

$$
\begin{align*}
\sin \mu & =\sin \phi \cos \psi \Delta \psi+\sin \psi \cos \phi \Delta \phi, \\
\cos \mu & =\cos \phi \cos \psi \quad-\quad \sin \phi \sin \psi \Delta \phi \Delta \psi, \\
\Delta \mu & =\Delta \phi \Delta \psi \quad-k^{2} \sin \phi \sin \psi \cos \phi \cos \psi,(\div)
\end{align*}
$$

where the denominator is

$$
=1-k^{2} \sin ^{9} \phi \sin ^{2} \psi
$$

And we have in like manner

$$
\begin{aligned}
& \sin \phi=\sin \mu \cos \psi \Delta \psi-\quad \sin \psi \cos \mu \Delta \mu, \quad(\div) \\
& \cos \phi=\cos \mu \cos \psi \quad+\sin \mu \sin \psi \Delta \mu \Delta \psi \text {, ( } \div \text { ) } \\
& \Delta \phi=\Delta \mu \Delta \psi \quad+k^{2} \sin \mu \sin \psi \cos \mu \cos \psi,(\div)
\end{aligned}
$$

where the denominator is

$$
=1-h^{2} \sin ^{2} \mu \sin ^{2} \psi
$$

And we may in these formulæ interchange $\phi, \psi$.
Third Proof of the Addition-Equation (a verification). Art. No. 50.
50. Writing the equation in the form $\cos \mu \operatorname{cosec} \phi \operatorname{cosec} \psi-\cot \phi \cot \psi=-\Delta \mu$,
then differentiating the left-hand side the coefficient of $d \phi$ is
$-\cos \mu \operatorname{cosec} \phi \cot \phi \operatorname{cosec} \psi+\operatorname{cosec}^{2} \phi \cot \psi$,

$$
=\frac{1}{\sin ^{2} \phi \sin \psi}(\cos \psi-\cos \mu \cos \phi)
$$

which in virtue of the form

$$
\begin{aligned}
& \cos \psi-\cos \mu \cos \phi=\sin \mu \sin \phi \Delta \psi, \\
= & \frac{\sin \mu}{\sin \phi \sin \psi} \Delta \psi:
\end{aligned}
$$

and similarly the coefficient of $d \psi$ is

$$
=\frac{\sin \mu}{\sin \phi \sin \psi} \Delta \phi
$$

so that omitting the common factor, the differential equation becomes

$$
d \phi \Delta \psi+d \psi \Delta \phi=0,
$$

which is right.

Fourth Proof (Legendre, Traite des Fonctions Elliptiques, t. I. p. 20, by a spherical triangle). Art. No. 51. .
51. Consider a spherical triangle $A B C$, obtuse-angled at $C$, such that the sides $C B, C A$ are $=\phi, \psi$ respectively, and

that the cosine of the angle $C$ is $=-\Delta \mu$. This being so, the equation $\cos \mu-\cos \phi \cos \psi=-\sin \phi \sin \psi \Delta \mu$ shows that the side $A B$ is $=\mu$ (so that by sliding the constant arc $A B,=\mu$, along the two fixed sides $C A, C B$, we obtain the different values of $\phi, \psi$ which satisfy the relation in question). And the other two equations $\cos \phi-\cos \mu \cos \psi=\sin \mu \sin \psi \Delta \phi$, and $\cos \psi-\cos \mu \cos \phi=\sin \mu \sin \phi \Delta \phi$, show that $\cos A=\Delta \phi$, and $\cos B=\Delta \psi$ : so that the sides $a, b, c$ of the spherical triangle are $\phi, \psi, \mu$ respectively, and the cosines of the opposite angles $A, B, C$ are $\Delta \phi, \Delta \psi,-\Delta \mu$ respectively.

Now considering the consecutive position $A^{\prime} B^{\prime}$ of the side $A B$, and letting fall on $A B$ the perpendiculars $A^{\prime} p$ and $B^{\prime} q$, the equation $A^{\prime} B^{\prime}=A B$ gives $A p=B q$, that is $A A^{\prime} \cos A=B B^{\prime} \cos B$, or $d b \cos A+d a \cos B=0$; viz. this is the differential equation $d \phi \Delta \psi+d \psi \Delta \phi=0$.

Fifth Proof (Jacobi, Crelle, t. III. p. 376, 1828, by two fixed circles). Art. No. 52.
52. Consider two fixed circles as shown in the figure, and suppose that we have


Radius of larger circle $=R$,
" smaller $n=r$,
Distance $O Q$ of centres $=D$.
Write moreover

$$
\Delta \mu=\frac{R-D}{R+\bar{D}}, \quad \cos \mu=\frac{r}{R+D}
$$

whence easily

$$
k^{2}=\frac{4 D R}{(R+D)^{2}-r^{2}}
$$

viz. $k$ and $\mu$ are given functions of $R, r, D$ : and it may be noticed that

$$
(R+D)^{2}-r^{2}=\frac{4 R^{2} \sin ^{2} \mu}{(1+\Delta \mu)^{2}} .
$$

Imagine now a variable tangent $A B$, and assume

$$
\angle A O L=2 \phi, \quad \angle B O L=2 \psi,
$$

then letting fall on $A B$ the perpendicular $O G$, we have

$$
\angle A O G=\pi-(\phi+\psi), \quad \angle Q O G=\phi-\psi ;
$$

and thence projecting $A O, O Q$ on $Q M$, we have

$$
R \cos (\phi+\psi)+D \cos (\phi-\psi)=r ;
$$

that is, $\quad(R+D) \cos \phi \cos \psi-(R-D) \sin \phi \sin \psi=r$, or what is the same thing

$$
\cos \phi \cos \psi-\sin \phi \sin \psi \Delta \mu=\cos \mu,
$$

which is the integral equation.
Also

$$
\begin{aligned}
A M^{2} & =A Q^{2}-M Q^{2} \\
& =R^{2}+D^{2}+2 D R \cos 2 \phi-r^{2} \\
& =(R+D)^{2}-r^{2}-4 D R \sin ^{2} \phi \\
& =\left\{(R+D)^{2}-r^{2}\right\} \Delta^{2} \phi .
\end{aligned}
$$

And similarly

$$
B M^{2}=\left\{(R+D)^{2}-r^{2}\right\} \Delta^{2} \psi
$$

Now varying the tangent let the new position be $A^{\prime} B^{\prime}$; then clearly $A A^{\prime}: B B^{\prime}=A M: B M$; that is
or

$$
\begin{gathered}
d \phi:-d \psi=A M: B M, \\
\frac{d \phi}{A M}+\frac{d \psi}{B M}=0 ;
\end{gathered}
$$

viz. substituting for $A M, B M$ their values, we have the required differential equation

$$
\frac{d \phi}{\Delta \phi}+\frac{d \psi}{\Delta \psi}=0,
$$

corresponding to the above integral equation.

Landen's Theorem, from the foregoing geometrical figure. Art. Nos. 53 to 56.
53. Suppose that the large circle and also $k$ remaining constant, the small circle is varied; that is, let $r, D$ vary subject to the foregoing condition

$$
k^{\prime}=\frac{4 D R}{(R+D)^{2}-r^{2}},
$$

it is readily shown that the radical axis of the two circles remains unaltered. In fact, taking the centre of the larger circle as origin and the axis of $x$ vertically downwards, the equations of the two circles are

$$
\begin{array}{r}
x^{2}+y^{2}-R^{2}=0, \\
(x-D)^{2}+y^{2}-r^{2}=0,
\end{array}
$$

and thence for the radical axis

$$
2 D x-R^{4}-D^{2}+r^{2}=0, \text { or } x=\frac{R^{4}+D^{2}-r^{2}}{2 D},=\frac{2 R}{k^{4}},
$$

which is constant. In particular the smaller circle may reduce itself to the point $F$ (one of the limit-circles of the original two circles, or what is the same thing an antipuint of their points of intersection, viz. that antipoint which lies within the smaller circle): and then taking the distance $O F=\delta$, we have

$$
\frac{4 \delta R}{(R+\delta)^{2}}=\frac{4 D R}{(R+D)^{2}-r^{2}}
$$

or what is the same thing

$$
\delta\left(I^{2}+D^{1}-r^{r}\right)=D\left(R^{2}+\delta^{r}\right)
$$

54. Reverting now to the original two circles, if in the figure $\angle \triangle O G=\omega(=\pi-\phi-\psi)$ and $\angle Q O G=\chi(=\phi-\psi)$, then obviously $A A^{\prime} \cos M A O=A M d \chi$, that is $R \cdot 2 d \phi \sin \omega=A M d \chi$; or what is the same thing $2 A G d \phi=A M d \chi$; hence the equation $\frac{d \phi}{A M}=-\frac{d \psi}{B M}$ may be completed into

$$
\frac{d \phi}{A M}=-\frac{d \psi}{B M}=\frac{d \chi}{2 A G},
$$

and observing that $A G^{2}=A O^{2}-O G^{2}=R^{2}-\langle D \cos \chi-r)^{2}$, the equation is

$$
\frac{d \phi}{\Delta(k, \phi)}=\frac{-d \psi}{\Delta(k, \psi)}=\frac{d \chi \sqrt{(R+D)^{2}-r^{2}}}{2 \sqrt{R^{2}}-(D \cos \chi-r)^{2}} .
$$

We have $Q P=\frac{r}{\cos \chi}$, and thence $O P=D-\frac{r}{\cos \chi}$, whence from the triangle $O A P$, in which the angles $A, P$ are $=\phi \dot{+} \psi-\frac{1}{2} \pi$ (that is $2 \phi-\chi-\frac{1}{2} \pi$ ) and $\frac{1}{2} \pi+\chi$ respectively, we have

$$
D-\frac{r}{\cos \chi}:-\cos (2 \phi-\chi)=R: \cos \chi ;
$$

that is

$$
D \cos \chi-r=-R \cos (2 \phi-\chi),
$$

which is an integral equation corresponding to the above differential equation

$$
\frac{d \phi}{\Delta(k, \phi)}=\frac{d \chi \sqrt{(R+D)^{2}-r^{1}}}{2 \sqrt{ } L^{2}-(D \cos \chi-r)^{2}} .
$$

Writing now $\angle A P O=\theta$, then $\chi=\theta-\frac{1}{2} \pi, 2 \phi-\chi=2 \phi-\theta+\frac{1}{2} \pi$, and the integral and differential equations become respectively

$$
D \sin \theta-r=R \sin (2 \phi-\theta),
$$

and

$$
\frac{d \phi}{\Delta(k, \phi)}=\frac{d \theta \sqrt{(D+R)^{2}-r^{2}}}{2 \sqrt{h^{2}-(D \sin \theta-r)^{2}}}
$$

55. Suppose now that the smaller circle reduces itself to the point $F$, then retaining $\theta$ to denote the angle in this state of the figure, we must in place of $D, r$ write $\delta, 0$; and the equations become

$$
\begin{aligned}
& \delta \sin \theta=I \sin (2 \phi-\theta), \\
& \frac{d \phi}{\Delta(k ; \phi)}=\frac{d \theta(R+\delta)}{2 \sqrt{R^{2}-\delta^{2} \sin ^{2} \theta}} ;
\end{aligned}
$$

or writing herein $\lambda=\frac{\delta}{R}$, these are
and

$$
\lambda \sin \theta=\sin (2 \phi-\theta)
$$

$$
\frac{d \phi}{\Delta(k, \phi)}=\frac{1}{2}(1+\lambda) \frac{d \theta}{\Delta(\lambda, \theta)},
$$

where in virtue of the relations $k^{2}=\frac{4 \delta R}{(R+\delta)^{2}}$ and $\lambda=\frac{\delta}{R}$, we have $k^{2}=\frac{4 \lambda}{(1+\lambda)^{2}}$, and therefore also $k^{\prime}=\frac{1-\lambda}{1+\lambda}$ and $\lambda=\frac{1-k^{\prime}}{1+k^{\prime}}$.
56. The result would have come out more simply by considering $a b$ initio the smaller circle as replaced by the point $F$ : viz. the ehord $A B$ would then pass through the point $F$, and the points $M, Q$ each coincide with $F$ : but it was interesting to consider the theory in connexion with the original figure of the two circles.

The theorem gives, it will be observed, a transformation of the differential expression $\frac{d \phi}{\Delta(k, \phi)}$ into an expression $\frac{d \phi}{\Delta\left(\lambda, \theta_{\gamma}\right.}$, involving a new modulus $\lambda$ : viz. considering $\lambda$ as derived from $k$ by the equation $\lambda=\frac{1-k^{\prime}}{1+k^{\prime}}$, then we have between the two variable angles $\phi, \theta$ an integral equation $\lambda \sin \theta=\sin (2 \phi-\theta)$ answering to the differential relation $\frac{d \phi}{\Delta(k, \phi)}=\frac{\frac{1}{2}(1+\lambda) d \theta}{\Delta(k, \theta)}$ : or since $\phi, \theta$ vanish together this last is equivalent to

$$
F(k, \phi)=\frac{1}{2}(1+\lambda) F(\lambda, \theta) .
$$

The integral equation gives $\lambda \tan \theta=\sin 2 \phi-\cos 2 \phi \tan \theta$, that is

$$
\tan \theta=\frac{\sin 2 \phi}{\lambda+\cos 2 \phi}
$$

whence $\sin \theta=\frac{\sin 2 \phi}{\sqrt{1+2 \lambda \cos 2 \phi+\lambda^{2}}},=\frac{\sin 2 \phi}{\sqrt{(1+\lambda)^{2}-4 \lambda \sin ^{2} \phi}}$, or observing that $\frac{4 \lambda}{(1+\lambda)^{2}}=k^{2}$ and $1+\lambda=\frac{2}{1+k^{2}}$, this is

$$
\sin \theta=\frac{1}{2}\left(1+k^{\prime}\right) \frac{\sin 2 \phi}{\sqrt{1-k^{2} \sin ^{2} \phi}} .
$$

Sixth Proof of the Additiom-Equation. Art. No. 57.
57. The rationalised equation in $\phi, \psi, \mu$ may be written $\sin ^{2} \mu-\cos ^{2} \phi-\cos ^{2} \psi+2 \cos \phi \cos \psi \cos \mu$
viz. this is

$$
-k^{2} \sin ^{2} \mu\left(1-\cos ^{2} \phi\right)\left(1-\cos ^{2} \psi\right)=0 ;
$$

$$
\begin{aligned}
& k^{2} \sin ^{2} \mu-\Delta^{7} \mu\left(\cos ^{2} \phi+\cos ^{2} \psi\right)+2 \cos \mu \cos \phi \cos \psi \\
&-k^{2} \sin ^{2} \mu \cos ^{2} \phi \cos ^{2} \psi=0,
\end{aligned}
$$

or as it may also be written

$$
k^{2} \sin ^{2} \mu \quad \text {. } \quad-\Delta^{2} \mu \cos ^{2} \phi
$$

$$
\begin{aligned}
& +2 \text { ( } \cos \mu \cos \phi \quad . \quad\} \cos \psi \\
& +\left\{-\Delta^{3} \mu \quad \cdot \quad-k^{2} \sin ^{2} \mu \cos ^{7} \phi\right\} \cos ^{2} \psi=0 ;
\end{aligned}
$$

viz. the Icft-band side is a quadriquadric function of $\cos \phi, \cos \psi$ : say this is $u$, and represent it successively under the forms $A^{\prime}+2 B^{\prime} \cos \phi+C^{\prime} \cos ^{2} \phi$, and $A+2 B \cos \psi+C \cos ^{2} \psi$, where of course $A^{\prime}, B^{\prime}, C^{\prime}$ are given functions of $\cos \psi$, and $A, B, C$ are the like given functions of $\cos \phi$ : we have

$$
\frac{d u}{d \cos \phi}=2\left(C^{\prime} \cos \phi+B^{\prime}\right)
$$

but the equation $u=0$ gives $\left(C^{\prime} \cos \phi+B^{\prime}\right)^{2}=\left(B^{\prime 2}-A^{\prime} C^{\prime}\right)$, whence $\frac{d u}{d \cos \phi}=2 \sqrt{B^{\prime 2}-A^{\prime}} C^{\prime}$, or what is the same thing $\frac{d u}{d \phi}=-2 \sin \phi \sqrt{B^{\prime 2}-A^{\prime} C^{\prime}}$, and similarly $\frac{d u}{d \psi}=-2 \sin \psi \sqrt{B^{z}-A C}$ : wherefore the differential equation is

$$
\sqrt{B^{\prime 2}-A^{\prime} C^{\prime} \sin \phi d \phi+\sqrt{B^{2}-A C} \sin \psi d \psi=0 ; ~ ; ~ ; ~}
$$

we have

$$
\begin{aligned}
B^{2}-\Delta C= & \cos ^{2} \mu \cos ^{2} \phi+\left(k^{\prime 2} \sin ^{2} \mu-\Delta^{2} \mu \cos ^{2} \phi\right)\left(\Delta^{2} \mu+k^{2} \sin ^{2} \mu \cos ^{2} \phi\right) \\
= & k^{\prime 2} \sin ^{2} \mu \Delta^{2} \mu \\
& +\left(\cos ^{2} \mu+k^{2} k^{\prime 2} \sin ^{4} \mu-\Delta^{4} \mu\right) \cos ^{2} \phi \\
\text { c. } & -k^{2} \sin ^{2} \mu \Delta^{2} \mu \cos ^{4} \phi,
\end{aligned}
$$

and coefficient of $\cos ^{2} \phi$ is

$$
\begin{aligned}
& 1-\sin ^{2} \mu+k^{2} k^{2} \sin ^{4} \mu \\
&-1+2 k^{2} \sin ^{2} \mu-k^{4} \sin ^{4} \mu, \\
&=\left(k^{3}-k^{\prime 2}\right) \sin ^{2} \mu \Delta^{2} \mu ;
\end{aligned}
$$

whence the value of $B^{a}-A C$ is

$$
\begin{aligned}
& \sin ^{2} \mu \Delta^{2} \mu\left\{k^{2}+\left(k^{2}-k^{\prime 2}\right) \cos ^{2} \phi-k^{2} \cos ^{4} \phi\right\}, \\
= & \sin ^{2} \mu \Delta^{2} \mu \cdot\left(1-\cos ^{2} \phi\right)\left(k^{\prime 2}+k^{2} \cos ^{2} \phi\right), \\
= & \sin ^{2} \mu \Delta^{2} \mu \sin ^{2} \phi \Delta^{2} \phi ;
\end{aligned}
$$

that is

$$
\sqrt{B^{2}-A C}=\sin \mu \sin \phi \Delta \mu \Delta \phi
$$

and similarly

$$
\sqrt{B^{\prime 2}-A^{\prime} C^{\prime}}=\sin \mu \sin \psi \Delta \mu \Delta \psi
$$

whence the foregoing result is

$$
d \phi \Delta \psi+d \psi \Delta \phi=0
$$

the required differential equation.
It may be remarked that this, like the third proof, ante, No. 50, is a verification, the difference being that we use the rationalised integral equation instead of the original irrational equation: and that they are each of them closely connected with the second proof, ante, No. 47, although this is less in the form of a verification.

## CHAPTER III.

## MISCELLANEOUS INVESTIGATIONS.

The present chapter contains, in relation to the first and second kinds of elliptic integrals, various matters not very closely connected which it was convenient to give here before going on in the following Chapter IV. with the main theory: the contents will be seen from the headings of the several articles.

> Arcs of curves representing or represented by the elliptic integrals $E(k, \phi), F(k, \phi)$. Art. Nos. 58 to 62.
58. The elliptic integral of the second kind occurs naturally as representing the arc of an ellipse: viz. taking the equation of the ellipse to be $\frac{x^{9}}{a^{4}}+\frac{y^{2}}{b^{2}}=1$, this is satisfied on writing therein $x=a \sin \phi, y=b \cos \phi$ (observe that $\phi$ is the complement of the eccentric anomaly, or say of the parametric angle): we then have $d x=a \cos \phi d \phi, d y=-b \sin \phi$ : and thence

$$
\begin{aligned}
d s^{2} & =\left(a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi\right) d \phi^{2} \\
& =\left[a^{2}-\left(a^{2}-b^{2}\right) \sin ^{2} \phi\right] d \phi^{2},
\end{aligned}
$$

so that taking $k=\frac{\sqrt{a^{2}-b^{2}}}{a}$ (=excentricity) we have
and thence

$$
\begin{aligned}
d s & =a \Delta(k, \phi) d \phi, \\
s & =a E(k, \phi),
\end{aligned}
$$

the arc being measured from the extremity of the major axis: the length of the quadrant is $=a E_{1} k$. In the case of the circle
the length is $a E_{1} 0,=a \cdot \frac{1}{2} \pi$; and, as the minor axis diminishes, $k$ increases and $E_{1} k$ diminishes, until ultimately for the indefinitely thin ellipse $k$ becomcs $=1$, and $s=a E_{1} 1,=a$.
59. We may also represent the arc of the hyperbola: taking the equation to be $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1$, and expressing $x, y$ in terms of the parametric angle $x$, that is writing $x=a \sec u, y=b \tan u$, we have $d x=a \sec u \tan u d u, d y=b \sec ^{2} u d u$, and thence

$$
d s=\frac{d u}{\cos ^{2} u} \sqrt{b^{x}+a^{2} \sin ^{2} u},
$$

which does not immediately express the arc $s$ by means of an elliptic integral: to obtain an expression of the required form assume

$$
k=\frac{a}{\sqrt{a^{2}+b^{2}}} \text { and therefore } k^{\prime}=\frac{b}{\sqrt{a^{2}+b^{2}}}
$$

( $k=$ reciprocal of the eccentricity) ; and consider an angle $\phi$ connected with $u$ by the equation $\tan u=k$ ' $\tan \phi$ : the cxpressions of $x, y$ in terms of $\phi$ are

$$
\begin{aligned}
& x=\frac{a}{\cos \phi} \Delta \phi, \text { giving } d x=\frac{a k^{\prime 2} \sin \phi d \phi}{\cos ^{2} \phi \Delta \phi} \\
& y=b k^{\prime} \tan \phi, \quad, \quad * d y=\quad \frac{b k^{\prime} d \phi}{\cos ^{2} \phi}
\end{aligned}
$$

[ $\Delta \phi$ is written for shortness to denote $\Delta(k, \phi)$ and so presently $F \phi, E \phi$ to denote $F(k, \phi), E(k, \phi)$ respectively] : and thence

$$
d s=\frac{h k^{\prime} d \phi}{\cos ^{2} \phi \Delta \phi^{\prime}}
$$

a value which of course may also be obtained from the foregoing expression of $d s$ in terms of $d u$.

We obtain by differentiation

$$
d \cdot \Delta \phi \tan \phi=\left(\frac{k^{\prime 2}}{\cos ^{2} \phi \Delta \phi}-\frac{k^{\prime 2}}{\Delta \phi}+\Delta \phi\right) d \phi
$$

and conversely, integrating from zero, we have

$$
\Delta \phi \tan \phi=k^{\prime 2} \int \frac{d \phi}{\cos ^{4} \phi \Delta \phi}-k^{\prime 2} F \phi+E \phi
$$

whence substituting for the integral and observing that $\frac{b}{k^{\prime}}=\frac{a}{k}$, we have

$$
s=\frac{a}{k}\left\{\tan \phi \Delta \phi+k^{\prime 2} F \phi-E \phi\right\}
$$

where (see figure) $s$ denotes the arc $A M$ measured from the vertex $A$ of the hyperbola.
60. As regards the geometric signification, observe that for the point $M$ on the hyperbola, the construction of the angles $u, \phi$ is as follows, viz. drawing the lines $N Q, N R,=b$ and $b k^{\prime}$

respectively, and joining these with the point $M$, then $\angle Q=u$, $\angle R=\phi$. To obtain a different construction for the angle $\phi$, with centre $C$ and radius $C A(=a)$ describe a circle, and drawing from $M$ the tangent $M T$, and the radius $C T$, we have $M T^{2}=x^{2}+y^{2}-a^{2}=\left(1+\frac{a^{2}}{b^{2}}\right) y^{2}$, that is $M T=\frac{y}{k^{\prime}}$; hence measuring off from $T$ the distance $T G=b$, and joining $G M$, the angle $M G T$ is $=\phi$. Moreover the perpendicular $C Z$ on
the tangent at $M$ is given by $\frac{1}{C Z^{4}}=\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}$, and substituting for $x, y$ their values in terms of $\phi$ we find $C Z=a \cos \phi$; hence if $Y$ be the intersection of this tangent with the circle, we have also $\angle Y C Z=\phi$. Further $M Z^{2}=x^{2}+y^{2}-a^{2} \cos ^{2} \phi$; or since $x^{2}+y^{2}=a^{2}+b^{2} \tan ^{2} \phi$, this is

$$
\begin{aligned}
M Z^{2} & =a^{2} \sin ^{2} \phi+b^{2} \tan ^{2} \phi, \\
& =a^{2} \tan ^{2} \phi\left(\cos ^{2} \phi+\frac{b^{2}}{a^{2}}\right),=a^{2} \tan ^{2} \phi\left(\frac{1}{k^{2}}-\sin ^{2} \phi\right), \\
& =\frac{a^{2} \tan ^{2} \phi}{k^{2}} \Delta^{\prime} \phi ;
\end{aligned}
$$

or finally $M Z={ }_{k}^{a} \tan \phi \Delta \phi$.
Hence the formula is

$$
s=M Z+\frac{a}{k}\left(k^{\prime 2} F \phi-E \phi\right),
$$

or what is the same thing

$$
M Z-M A \doteq \frac{a}{k}\left(E \phi-k^{2} F \phi\right),
$$

the quantity on the right-hand side being it is clear positive, viz. it is in fact

$$
=a k \int \frac{\cos ^{2} \phi}{\Delta \phi} .
$$

As $\phi$ approaches $90^{\circ}$ the point $M$ gocs off towards infinity, and the pint $Z$ tends to coincide with $C$ : hence writing $\phi=90^{\circ}$, we obtain

$$
I C-I A=\frac{a}{k}\left(E_{1}-k^{2} F_{1}\right)
$$

(where $I$ represents the point at infinity on the curve or the asymptote) as the expression for the excess of the length of the asymptote over the are of the curve.
61. It is less obvious how to find a curve the arc of which shall express the elliptic function of the first kind. Legendre
remarked that in the particular case $k=\frac{1}{\sqrt{2}}$, the solution was afforded by the leminiscate $\left(x^{2}+y^{2}\right)^{2}=a^{2}\left(x^{2}-y^{2}\right)$. Observe that the curve is a borizontal figure-of-eight, the extremities being given by $y=0, x= \pm a$, and the branches at the origin being inclined to the axis of $x$ at angles $= \pm 45^{\circ}$. The equation is satisfied on writing therein

$$
\begin{aligned}
& x=a \cos \phi \sqrt{1-\frac{1}{2} \sin ^{2} \phi}, \\
& y=\frac{a}{\sqrt{2}} \sin \phi \cos \phi
\end{aligned}
$$

(in fact these values give $x^{3}+y^{2}=a^{2} \cos ^{2} \phi, x^{2}-y^{2}=a^{2} \cos ^{4} \phi$ ): and hence determining the element of arc $d s,=\sqrt{d x^{4}+d y^{2}}$, we have
$d x=\frac{a \sin \phi}{\sqrt{1}-\frac{1}{2} \sin ^{2} \phi}\left(-\frac{3}{2}+\sin ^{2} \phi\right) d \phi, \quad d y=\frac{a}{\sqrt{2}}\left(1-2 \sin ^{2} \phi\right) d \phi$,
whence attending to the identity

$$
\sin ^{2} \phi\left(-\frac{3}{2}+\sin ^{2} \phi\right)^{2}+\frac{1}{2}\left(1-\frac{1}{2} \sin ^{2} \phi\right)\left(1-2 \sin ^{2} \phi\right)^{2}=\frac{1}{2},
$$

we have

$$
d s^{2}=\frac{1}{2} a^{2} \frac{d \phi^{2}}{1-\frac{1}{2} \sin ^{2} \phi},
$$

or finally

$$
d s=\frac{a}{\sqrt{2}} \frac{d \phi}{\sqrt{1}-\frac{1}{2} \sin ^{2} \phi},
$$

whence

$$
s=\frac{a}{\sqrt{2}} F\left(\frac{1}{\sqrt{2}}, \phi\right)
$$

$s$ denoting the arc measured from the extremity $x=a, y=0$ ( $\phi=0$ ) to the point belonging to the value $\phi$ of the parametric angle. The same result may be obtained by means of the polar equation $r^{2}=a^{2} \cos 2 \theta$, introducing instead of $\theta$ the variable $\phi$ connected with it by the equation $\sin \phi=\sqrt{2} \sin \theta$. At the origin we have $\phi=90^{\circ}$, and the length of the quadrant of the curve is thus $=\frac{a}{\sqrt{2}} F_{1}\left(\frac{1}{\sqrt{2}}\right)$.

It thus appears that the leminiscate scrves to express the function $F$ of modulus $\frac{1}{\sqrt{2}}$.
62. For the general representation of the function $F(k, \phi)$ Legendre used the sextic curve

$$
\begin{aligned}
& x=h \sin \phi\left(1+\frac{1}{2} m \sin ^{2} \phi\right), \\
& y=h h \cos \phi\left(1+m-\frac{1}{2} m \cos ^{2} \phi\right),
\end{aligned}
$$

where, $k$ being the modulus, the values of $h, m$ are

$$
h=\frac{1-2 k^{2}}{k^{2}}, \quad m=\frac{3 k^{2}}{1-2 k^{2}},
$$

and it is then casily found that

$$
s=F(k, \phi)-\frac{k^{\prime}}{k^{2}} \sin \phi \cos \phi \Delta(k, \phi),
$$

where observe it is not the are $s$, but the difference of this are and an algebraic function, which is equal to the function $F^{\prime}(k, \phi)$ : and the solution is not an clegant one.
63. A very beautiful solution was obtained by Serret (improved upon by Liouville), Liour. t. x, 1815, pp. 257 and 3.51: and I bave found that the theory admits of further development: I reserve the whole investigation for a subsequent chapter, remarking here that Serret's solution was suggested to him by a different treatment of the leminiscate; viz. the equation of the curve is satisfied by

$$
x=a \begin{gathered}
z+z^{3} \\
1+z^{4}
\end{gathered}, \quad y=a^{z-z^{3}} 1+z^{4},
$$

values which lead to

$$
d s^{2}=d x^{z}+d y^{2}=\frac{2 a^{z}}{1+z^{2}} d z^{2}, \text { or } d s=\frac{a \sqrt{2} d z}{\sqrt{1+z^{4}}}
$$

so that the arc is expressed as a multiple of

$$
\int \frac{d z}{\sqrt{1+z^{4}}}
$$

which is an expression in the nature of an elliptic integral. To compare with the former solution observe that we have

$$
\begin{aligned}
\cos \phi & =\frac{z \sqrt{2}}{\sqrt{1+z^{4}}}, \\
\sin \phi & =\frac{1-z^{2}}{\sqrt{1}+z^{4}}, \\
\sqrt{1-\frac{1}{2} \sin ^{2} \phi} & =\frac{1}{\sqrt{2}} \frac{1+z^{2}}{\sqrt{1+z^{4}}},
\end{aligned}
$$

and thence

$$
d \phi=\frac{\sqrt{2}\left(1+z^{2}\right) d z}{1+z^{4}} \text { and } \frac{d \phi}{\sqrt{1-\frac{1}{2}} \sin ^{2} \phi}=\frac{2 d z}{\sqrt{1}+z^{4}} .
$$

March of the Functions $F(k, \phi), E(k, \phi)$. Art. Nos. 64 to 70.
64. To gain some idea of the march of the functions $F \phi, E \phi$, we may, taking $\phi$ as abscissa, trace the curves $y=\frac{1}{\Delta \phi}, y=\Delta \phi$ : the areas of these curves included between the axis of $y$ and the ordinate corresponding to the abscissa $\phi$ will of course represent the values of the integrals $F \phi, E \phi$.
65. If $k=0$, then $\Delta \phi=1$, and the curves $y=\Delta \phi, y=\frac{1}{\Delta \phi}$, each reduce themselves to the line $y=1$. Here of course

$$
F \phi=E \prime \phi=\phi .
$$

If $k>0,<1$, which is the standard case, then the curve $y=\Delta \phi$ is an undulating curve lying wholly below the line $y=1$, and the curve $y=\frac{1}{\Delta \bar{\phi}}$ an undulating curve lying wholly above this line. As $\phi$ increases from zero the functions $F \phi, E \phi$ each continually increase from zero, the function $F \phi$ being always the larger; and it is moreover clear that for a given value of $\phi$, as $k$ increases the function $F \phi$ increases and
$E \phi$ diminishes, and conversely as $k$ decreases then $F \phi$ diminishes and $E \phi$ increases. In particular $k=0, F_{1},=K,=\frac{1}{2} \pi$,

and also $E_{1}=\frac{1}{2} \pi$, so that as.$k$ increases from zero, $F_{1}$ or $K$ increases from $\frac{1}{2} \pi$, and $E_{1}$ diminishes from $\frac{1}{2} \pi$.
66. We see moreover that for each of the functions $F \boldsymbol{F}, E \boldsymbol{E}$ ( $k$ having a given value) it is sufficient to know the values of the functions for values of $\phi$ from 0 to $\frac{1}{2} \pi$ : in fact we have $F(-\alpha)=-F a, F \pi=2 F_{1}$, and then

$$
F \alpha=F \pi-F(\pi-\alpha), \quad=2 F_{1}-F(\pi-\alpha),
$$

giving the values from $\alpha=\pi$ to $\frac{1}{2} \pi$, and

$$
F \alpha=F \pi+F(\alpha-\pi), \quad=2 F_{1}+F(\alpha-\pi),
$$

giving the values from $\alpha=\pi$ to $2 \pi$; and so on. Or what is the same thing we have in gencral

$$
F(m \pi \pm a)=2 m F_{1} \pm F \alpha
$$

and similarly $\quad E(m \pi \pm a)=2 m E_{1} \pm E x$.
67. If $k=1$ there is an entire change in the form of the curves, viz. the curve $y=\Delta \phi$ becomes $y=\cos \phi$, which is a curve lying as before wholly below the line $y=1$, but which, instead of being included between this and the line $y=0$, passes below the last-mentioned line, and is in fact included between the lines $y=+1, y=-1$. And the curve $y=\frac{1}{\Delta \phi}$ becomes $y=\frac{1}{\cos \phi}$, where the ordinate becomes infinite for $\phi=\frac{1}{2} \pi$ : we have then between the valucs $\frac{1}{2} \pi, \frac{3}{2} \pi$ a branch lying wholly below the line $y=-1$, the ordinates at the limits being $=-\infty$, then from $\frac{3}{8} \pi$ to $\frac{5}{8} \pi$ a like branch lying wholly above the line $y=+1$, the ordinates at the limits being each $=+\infty$; and so on.

Observe that in this case $E \phi=\int \cos \phi d \phi=\sin \phi$, so that $E_{1}=1$, and, completing a former statement, we may say that as $k$ increases from 0 to $1, E_{1}$ decreases from $\frac{1}{2} \pi$ to 1 .

We have also $F \phi=\int \frac{d \phi}{\cos \phi}$, which admits of finite integration, viz. we have $\quad F \phi=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} \phi\right)$,
(obscrve that $\log \tan$ is here the hyperbolic logarithm of the tangent,) and in particular $F_{1}=\infty$ (a value agrecing with the form of the curve), so that, completing a former statement, we may say that as $k$ increascs from 0 to $1, F_{1}$ increases from $\frac{1}{2} \pi$ to $\infty$.
68. This case (corresponding to the extreme value $k=1$ of the modulus) is one of great interest: writing

$$
u=F \phi=\log \tan \left(\frac{1}{2} \pi+\frac{1}{2} \phi\right),
$$

we have $\phi=$ amplitude $u$ (for this particular value $k=1$ ), or as it is convenient to write it $\phi=\operatorname{gud} u$ (read Gudermannian of $u$, after Gudermann, by whom the form was specially considered), and then $\sin \phi \quad=\sin \operatorname{gud} u$,

$$
\cos \phi=\Delta \phi=\cos g u d u
$$

or as we may for shortness write them

$$
\sin \phi=\operatorname{sg} u, \quad \cos \phi=\Delta \phi=\operatorname{cg} u ;
$$

viz. we have here the two new functions sg, cg, replacing the $\mathrm{sn}, \mathrm{cn}, \mathrm{du}$ of the general case.
69. We have in a subsequent part of the subject to consider
 here that


$$
\begin{array}{lll}
k=0 ; & k^{\prime}=1, \quad K=\frac{1}{2} \pi, \quad K^{\prime}=\infty, \quad \frac{K^{\prime}}{K^{\prime}}=\infty, \quad q=0: \\
k=\frac{1}{\sqrt{2}} ; \quad k^{\prime}=\frac{1}{\sqrt{2}}, \quad K=K^{\prime}=F_{1}\left(\frac{1}{\sqrt{2}}\right), \quad \frac{K^{\prime}}{K^{\prime \prime}}=1, \quad q=e^{-\pi}: \\
k=1 ; \quad k^{\prime}=0, \quad K=\infty, \quad K^{\prime}=\frac{1}{2} \pi, \quad \frac{K^{\prime}}{K^{\prime}}=0, \quad q=1:
\end{array}
$$

viz. as $k$ increases from 0 to $1, \frac{K^{\prime \prime}}{K^{\prime}}$ diminishes from $\infty$ to 0 and $q$ increases from 0 to 1. The annexed figure shows the curve $x=k, y=\frac{K^{\prime \prime}}{K^{\prime}}$. It shows also a construction which will present itself in the sequel : viz. considering an abscissa $x=k$, and the abscissex $x=\lambda, x=\gamma$, which belong to the double ordinate and the half-ordinate respectively; then if $\Gamma, \Gamma^{\prime \prime}$ be the complete functions to the modulus $\gamma$, and $\Lambda, \Lambda^{\prime}$ the complete functions to the modulus $\lambda$, we have it is clear

$$
2 \frac{\Gamma^{\prime}}{\Gamma}=\frac{K^{\prime \prime}}{K^{\prime \prime}}, \quad 2 \frac{K^{\prime}}{K^{\prime}}=\frac{\Lambda^{\prime}}{\Lambda}
$$

70. Conversely if $\lambda$ be such that $\frac{\Lambda^{\prime}}{\Lambda}=2 \frac{K^{\prime}}{K}$, then $\lambda$ is less than $k$; and similarly if $\gamma$ be such that $\frac{1}{2} \frac{K^{\prime}}{K^{*}}=\frac{\Gamma^{\prime}}{\Gamma}$, then $\gamma$ is greater than $k$ : and not only so, but if, starting from $k$, we repeat this process of the double ordinate so as to obtain a series of moduli $\lambda_{,} \lambda_{1}, \lambda_{1} \ldots$ then we approximate very rapidly to a modulus $=0:$ and similarly if, starting from $k$, we repeat the process of the half-ordinate so as to obtain a series of moduli $\gamma, \gamma_{1}, \gamma_{2}, \ldots$ then we approximate very rapidly to the modulus $=1$. And the like conclusions follow if $n$ denoting any number greater than 1 (say $n$ a positive integer $=$ or $>2$ ), we have

$$
\frac{\Lambda^{\prime}}{\Lambda}=n \frac{K^{\prime}}{K^{\prime}}, \quad \frac{K^{\prime}}{K^{*}}=n \frac{\mathrm{I}^{v}}{\bar{\Gamma}}
$$

Properties of the Functions $F(k, \phi), E(k, \phi)$, but chiefly the complete functions $F_{1} k, E_{2} k$. Art. Nos. 71 to 78.
71. Starting from the expressions

$$
F(k, \phi)=\int_{\Delta(k, \phi)} \frac{d \phi}{}, \quad E(k, \phi)=\int \Delta(k, \phi) d \phi,
$$

when $k$ is small we may under the integral sign expand in aseending powers of $k$, and then integrating from 0 to $\frac{1}{2} \pi$ by the formula

$$
\int_{0}^{i \pi} \sin ^{\sin } \phi d \phi=\frac{1.3 \ldots 2 n-1}{2.4 \ldots 2 n} \frac{\pi}{2},
$$

obtain the formule

$$
\begin{aligned}
& F_{1} k=\frac{1}{2} \pi\left(1+\frac{1^{2}}{2^{2}} k^{2}+\frac{1^{2} \cdot 3^{3}}{2^{2} \cdot 4^{2}} k^{4}+\frac{1^{2} \cdot 3^{2} \cdot 5^{2}}{2^{2} \cdot 4^{2} \cdot 6^{2}} k^{s}+\ldots\right), \\
& E_{1} k=\frac{1}{2} \pi\left(1-\frac{1}{2^{2}} k^{2}-\frac{1^{2} \cdot 3}{2^{2} \cdot 4^{2}} k^{4}-\frac{1^{2} \cdot 3^{2} \cdot 5}{2^{x} \cdot 4^{2} \cdot 6^{2}} k^{a}-\ldots\right),
\end{aligned}
$$

or what is the same thing, introtueing the notation of hypergeometrie series

$$
F(x, \beta, \gamma, x)=1+\frac{\alpha \cdot \beta}{1 \cdot \gamma} x+\frac{\alpha \cdot \alpha+1 \cdot \beta \cdot \beta+1}{1 \cdot 2 \cdot \gamma \cdot \gamma+1} x^{2}+\& c .,
$$

these are

$$
\begin{aligned}
& F_{1} k=\frac{1}{2} \pi \cdot F\left(\frac{1}{2}, \frac{1}{2}, 1, k^{2}\right) \\
& E_{1}^{\prime} k=\frac{1}{2} \pi \cdot F\left(-\frac{1}{2}, \frac{1}{2}, 1, k^{z}\right) .
\end{aligned}
$$

72. Suppose $k$ is very nearly $1, k^{\prime}$ is small and we have $k=1-\frac{1}{2} k^{2}$; to find the value of $F_{1} k$ we may write

$$
F_{1} k=\int_{\frac{i \pi}{} \pi-e}^{i \pi} \frac{d \phi}{\sqrt{\cos ^{2} \phi+k^{2} \sin ^{2}} \dot{\phi}^{2}}+\int_{0}^{i \pi-\phi} \sqrt{\cos ^{2} \phi+k^{2} \sin ^{2} \phi}
$$

where $e$ may be taken an indefinitely small quantity which is nevertheless indefinitely large as regards $k^{\prime}$. This being so, writing in the first integral $\frac{1}{2} \pi-u$ in place of $\phi$, since throughout the integral $u$ is small, the integral becomes $\int_{0}^{e} \frac{d u}{\sqrt{k^{2}+k^{2} u^{4}}}$,
which is $=\frac{1}{k} \log \frac{k \epsilon+\sqrt{k^{2}+k^{2} \epsilon^{8}}}{k^{\prime}}$, or neglecting $k^{\prime}$ in regard to $k \varepsilon$, this is $=\frac{1}{k} \log \frac{2 k \epsilon}{k^{\prime}}$, or say $=\log \frac{2 \epsilon}{\bar{k}^{\prime}}$. In the second integral $k^{\prime} \sin \phi$ is throughout small as regards $\cos \phi$, and the integral is

$$
=\int_{0}^{t \pi-\epsilon} \frac{d \phi}{\cos \phi},
$$

which is $=\log \tan \left(\frac{1}{2} \pi-\frac{1}{2} \epsilon\right.$, or what is the same thing $=\log \frac{2}{\epsilon}$. Hence we have

$$
F_{2} k=\log \frac{2 \epsilon}{k^{\prime}}+\log \frac{2}{\epsilon},=\log \frac{4}{\bar{k}^{\prime}},
$$

as an approximate value of $F_{2} k, k$ bcing nearly equal to unity.
73. The functions $F(k, \phi), E(k, \phi)$, considered as functions of $k$, satisfy certain differential equations.

Write for shortness $E, F$ to denote the functions $E(k, \phi)$, $F(k, \phi)$, and $\Delta$ to denote $\Delta(k, \phi)$. Then

$$
\frac{d E}{d k}=-\int \frac{k \sin ^{2} \phi d \phi}{\Delta}, \frac{d F}{d k}=\int \frac{k \sin ^{2} \phi r \phi}{\Delta^{3}},
$$

and writing herein $\sin ^{2} \phi=\frac{1}{k^{n}}(1-\Delta)$, the two expressions depend on the integrals $\int \frac{d \phi}{\Delta}, \int \Delta d \phi, \int \frac{d \phi}{\Delta^{2}}$ : the two first of these are $F, E$ respectively : as regards the third of them, we have

$$
\frac{d}{d \phi} \frac{\sin \phi \cos \phi}{\Delta}=\frac{1-2 \sin ^{2} \phi+k^{2} \sin ^{4} \phi}{\Delta^{3}},
$$

or what is the same thing

$$
h^{3} \frac{d}{d \phi} \frac{\sin \phi \cos \phi}{\Delta}=\frac{\Delta^{4}-k^{\prime 2}}{\Delta^{3}},=\Delta-\frac{k^{\prime 2}}{\Delta^{3}},
$$

and thence by integration

$$
\int_{\Delta^{3}}^{d \phi}=\frac{1}{k^{2}} E-\frac{k^{2} \sin \phi \cos \phi}{k^{2} \Delta} .
$$

The foregoing expressions of $\frac{d E}{d k}, \frac{d F}{d k}$, thus become

$$
\begin{aligned}
& \frac{d E}{d k}=\frac{1}{k}(E-F), \\
& \frac{d F}{d k}=\frac{1}{k k^{\prime 2}}\left(E-k^{2} F\right)-\frac{k \sin \phi \cos \phi}{k^{\prime 2}},
\end{aligned}
$$

whence also

$$
\begin{aligned}
& F=\quad E-k^{d E}, \\
& E=k^{\prime 2}\left(F+k \frac{d F}{d k}\right)+\frac{k^{2} \sin \phi \cos \phi}{\Delta} ;
\end{aligned}
$$

and in particular if $\phi=\frac{1}{2} \pi$, and $E, F$ now denote the complete functions $E_{1} k, F_{1}^{\prime} k$, then

$$
\begin{aligned}
& d E=\frac{1}{k}(E-F), \\
& d k= \\
& \frac{d F}{d k}=\frac{1}{k k^{2 /}}\left(E-k^{\prime 2} F\right) .
\end{aligned}
$$

Let $E^{\prime}, F^{\prime \prime}$ dcnote the complementary complete functions $E_{1} k^{\prime}, F_{1} k^{\prime}$; then observing that $\frac{d}{d k}=-\frac{k}{k} \frac{d}{k} d k^{\prime}$, we have

$$
\begin{aligned}
& \frac{d E^{\prime}}{d k^{\prime}}=-\frac{k}{k^{\prime 2}}\left(E^{\prime}-F^{\prime}\right), \\
& \frac{d F^{\prime}}{d k^{\prime}}=-\frac{k}{k^{\prime \prime} k}\left(E^{\prime}-k^{\prime} F^{\prime}\right) .
\end{aligned}
$$

74. If we now consider the expression $E F^{\prime}+E^{\prime} F-F F^{\prime \prime}$, and form its differential coefficient in regard to $k$, this (substituting therein for $\frac{d E}{d k}$, \&c. their values) is found to be $=0$ : the expression in question is therefore $=a$ constant ; and if to find its value we take $k$ to be indefinitely small, then writing it under the form $\left(E-F^{\prime}\right) F^{\prime}+E^{\prime} F$, and observing that $F^{\prime}$ is equal to the indefinitcly large quantity $\log \frac{4}{k}$, but that this is multiplied by the indefinitely small quautity $E-F,=-\frac{1}{3} \pi h^{2}$, and
consequently that the product is $=0$, there remains only the second term $E^{\prime} F$, which is $=\frac{1}{2} \pi$ (viz. for $k=0$, we have $E^{\prime}=1$, $\left.F=\frac{1}{2} \pi\right)$; we have therefore

$$
E F^{\prime}+E^{\prime} F-F F^{\prime}=\frac{1}{2} \pi ;
$$

or writing this at full length,

$$
E_{1} k \cdot F_{1} k^{\prime}+E_{1} k^{\prime} \cdot F_{1} k-F_{2} k \cdot F_{1} k^{\prime}=\frac{1}{2} \pi,
$$

a relation between the original and complementary complete functions $E_{1} k, F_{1} k, E_{1} k^{\prime}, F_{1} k^{\prime}$. [Later on, instead of these quantities we write $K, K^{\prime}, E, E^{\prime}$, and the equation is

$$
\left.E K^{\prime \prime}+E^{\prime} K-K K^{\prime}=\frac{1}{2} \pi .\right]
$$

75. The equation in question has recently been proved in a very elegant manner by Mr J. W. L. Glaisher, Messenger of Mathematics, t. Iv. 1874, p. 95 . Writing for convenience $k^{2}=c, k^{\prime 2}=c^{\prime}$, and $u=E F^{\prime}+E^{\prime} F-F F^{\prime}$, then from the definitions of the functions,

$$
u=\iint \frac{\left(1-c x^{2}\right)+\left(1-c^{\prime} y^{2}\right)-1}{\sqrt{1-x^{2} \cdot 1-c x^{2}} \cdot 1-y^{2} \cdot 1-c^{\prime} y^{2}} d x d y,
$$

where, and in what follows, the integrals in regard to $x, y$ respectively are taken from 0 to 1 . Differentiating with regard to $c$, observing that $d c^{\prime}=-d c$, and reducing, we have

$$
2 \frac{d u}{d c}=\iint \frac{y^{2}-x^{2}+c x^{4}-c^{\prime} y^{4}+c^{\prime} x^{2} y^{4}-c x^{4} y^{2}}{\left(1-x^{2} \cdot 1-y^{2}\right)^{4} \cdot\left(1-c x^{2} \cdot 1-c^{\prime} y^{2}\right)^{1}} d x d y,
$$

where the numerator is

$$
=\left(1-x^{2}\right)\left(1-c^{\prime} y^{4}\right)-\left(1-y^{2}\right)\left(1-c \cdot x^{4}\right) ;
$$

hence $2 \frac{d u}{d c}=\int \frac{\sqrt{1-x^{2}}}{\left(1-c x^{2}\right)^{1}} \int_{\left(1-y^{2}\right)^{\frac{1}{2}}\left(1-c^{\prime} y^{2}\right)}^{\left(1-y^{\prime}\right)}$

$$
-\int \frac{\sqrt{1-y^{2}} d y}{\left(1-c^{\prime} y^{2}\right)^{2}} \int \frac{\left(1-c x^{4}\right) d x}{\left(1-x^{2}\right)^{\frac{5}{4}}\left(1-c x^{2}\right)^{\frac{1}{3}}}
$$

$$
=p q^{\prime}-p^{\prime} q \text { suppose, }
$$

where

$$
p=\int \frac{\sqrt{1-x^{2}} d x}{\left(1-c x^{2}\right)^{1}}, \quad q=\int \frac{\left(1-c x^{4}\right) d x}{\left(1-x^{2}\right)^{\frac{1}{2}}\left(1-c x^{2}\right)^{\frac{1}{2}}}
$$

and $p^{\prime}, q^{\prime}$ are the like functions with $c^{\prime}$ in place of $c$.

We have

$$
\begin{aligned}
q & =\int \frac{\left\{\left(1-x^{2}\right)+\left(x^{2}-c x^{4}\right)\right\} d x}{\left(1-x^{2}\right)^{6}\left(1-c x^{2}\right)^{1}} \\
& =p+\int \frac{x^{2} d x}{\sqrt{1-x^{2} \cdot 1-c x^{2}}} \\
& =p+\left(\frac{-x \sqrt{1-x^{2}}}{\sqrt{1-c x^{2}}}\right)+\int \frac{\sqrt{1-x^{2}} d x}{\left(1-c x^{2}\right)^{2}}
\end{aligned}
$$

where the second term, taken between the limits, vanishes; and we have therefore $q=p+p,=2 p$. And similarly $q^{\prime}=2 p^{\prime}$; hence

$$
2 \frac{d u}{d c}=p .2 p^{\prime}-p^{\prime} .2 p,=0
$$

hence $u$ is independent of $c$, and putting $c=0$, we find that its value is $=\frac{1}{2} \pi$, and the theorem is thus proved.
76. Reverting to the equations

$$
F=E-k \frac{d E}{d k}, \quad E=k^{\prime 2}\left(F+k \frac{d F}{d k}\right)+\frac{k^{2} \sin \phi \cos \phi}{\Delta},
$$

and from these eliminating successively $E$ and $F$, we find

$$
\begin{aligned}
& \left(1-k^{2}\right) \frac{d^{2} F}{d k^{2}}+\frac{1-3 h^{2}}{k} \frac{d F}{d k}-F+\frac{\sin \phi \cos \phi}{\Delta^{2}}=0 \\
& \left(1-k^{2}\right) \frac{d^{2} E}{d k^{2}}+\frac{1-k^{2}}{k} \frac{d E}{d k}+E-\frac{\sin \phi \cos \phi}{\Delta}=0
\end{aligned}
$$

and in particular if $\phi=\frac{1}{2} \pi$, and $E, F$ now again denote the complete functions $E_{1} k, F_{1} k$, then

$$
\begin{aligned}
& \left(1-k^{2}\right) \frac{d^{2} F}{d k^{2}}+\frac{1-3 k^{2}}{k} \frac{d F}{d k}-F=0 \\
& \left(1-k^{2}\right) \frac{d^{2} E}{d k^{2}}+\frac{1-k^{2}}{k} \frac{d E}{d k}+E=0
\end{aligned}
$$

We have consequently a particular solution of each of the differential equations

$$
\begin{aligned}
& \left(1-k^{2}\right) \frac{d^{2} y}{d k^{2}}+\frac{1-3 k^{s}}{k} \frac{d y}{d k}-y=0 \\
& \left(1-k^{2}\right) \frac{d^{2} z}{d k^{2}}+\frac{1-k^{2}}{k} \frac{d z}{d k}+z=0 ;
\end{aligned}
$$

and we can in terms of the foregoing expressions obtain the complete integrals of these equations; for this purpose, transforming to a new variable $k^{\prime}$, connected with $k$ by the equation $k^{2}+k^{2}=1$, it is easily found that the transformed equations are

$$
\begin{aligned}
& \left(1-k^{\prime \prime}\right) \frac{d^{2} y}{d k^{\prime 2}}+\frac{1-3 k^{\prime 2}}{k^{\prime}} \frac{d y}{d k^{\prime}}-y=0 \\
& \left(1-k^{\prime 2}\right) \frac{d^{2} z}{d k^{2}}-\left(\frac{1+k^{\prime 2}}{k^{\prime 2}}\right) \frac{d z}{d k^{\prime}}+z=0
\end{aligned}
$$

where the new equation in $y$ is as regards $k^{\prime}$ of the same form as the original equation in regard to $k$ : hence, $F_{k} k$ being a particular solution, another particular solution is $F_{1} k^{\prime}$; and we have the general solution $y=\alpha F_{1} k+\alpha^{\prime} F_{1} k^{\prime}$. And moreover, observing that the equation in $E$ is satisfied by the value $E=k^{\prime 2}\left(F+k \frac{d F}{d k}\right)$, it appears that the equation in $z$ must be satisfied by the value $z=k^{\prime 2}\left(y+k \frac{d y}{d k}\right)$, viz. this is

$$
=k^{\prime 2}\left(a F_{1} k+\alpha^{\prime} F_{1}^{\prime} k^{\prime}\right)+k^{\prime 2} k\left(\alpha \frac{d}{d k} F_{1} k-\alpha^{\prime} \frac{k}{\overline{k^{\prime}} \frac{d}{d k^{\prime}}} F_{2} k^{\prime}\right):
$$

reducing by the formula

$$
\frac{d F^{\prime} k}{d k^{\prime}}=\frac{1}{k^{2} k}\left(E_{1}^{\prime} k-k^{\prime 2} F_{2} k\right), \frac{d F_{1} k^{\prime}}{d k^{\prime}}=\frac{1}{k^{\prime} k^{2}}\left(E_{1} k^{\prime}-k^{2} F_{1} k^{\prime}\right),
$$

this is $z=\alpha E_{1} k+\alpha^{\prime}\left(F_{1} k^{\prime}-E_{1} k^{\prime}\right)$ : where, instead of $\alpha, a^{\prime}$, we may of course write $\beta, \beta^{\prime}$; we have thus

$$
\begin{aligned}
& y=\alpha F_{1} k+a^{\prime} F_{1} k^{\prime}, \\
& z=\beta E_{1} k+\beta^{\prime}\left(F_{1}^{\prime} k^{\prime}-E_{1} k^{\prime}\right)
\end{aligned}
$$

as the complete integrals of the differential equations in $y, z$. And more generally the equations being

$$
\begin{aligned}
& \left(1-k^{2}\right) \frac{d^{2} y}{d k^{2}}+\frac{1-3 k^{2}}{k} \frac{d y}{d k}-y+\frac{\sin \phi \cos \phi}{\Delta^{3}}=0, \\
& \left(1-k^{3}\right) \frac{d^{2} z}{d k^{3}}+\frac{1-k^{2}}{k} \frac{d z}{d k}+z-\frac{\sin \phi \cos \phi}{\Delta}=0 ;
\end{aligned}
$$

then, to obtain the complete solutions, we must to the expression for $y$ add the term $F(k, \phi)$, and to that for $z$ the term $E(k, \phi)$.
77. To obtain developments for $F_{\mathrm{t}} k, E_{\mathrm{z}} k$ when $k$ is nearly $=1$, or $k^{\prime}$ is small, observe that $F_{1} k$ is a solution of

$$
\left(1-k^{\prime \prime}\right) \frac{d^{2} y}{d k^{2}}+\frac{1-3 k^{\prime 2}}{k^{\prime}} \frac{d y}{d k^{\prime}}-y=0,
$$

having, when $k^{\prime}$ is small, the value $\log \frac{4}{k^{\prime}}$ : and conversely, that a solution of the differential equation satisfying the foregoing condition will be the required value of $F_{1} k$. Such a solution is $y=P \log \frac{1}{k^{\prime}}+Q$, where $P-1$ and $Q$ are each a function of the form $B k^{2}+C k^{4}+\ldots$. Substituting in the differential equation, we have first

$$
\left(1-k^{\prime 2}\right) \frac{d^{2} P}{d k^{\prime 2}}+\frac{1-3 k^{\prime 2}}{k^{\prime}} \frac{d P}{d k^{\prime}}-P=0
$$

and then

$$
\left(1-k^{\prime 2}\right) \frac{d^{2} Q}{d k^{\prime 2}}+\frac{1-3 k^{2}}{k^{\prime}} \frac{d Q}{d k^{\prime}}-Q-2 \frac{1-k^{2}}{k^{\prime}} \frac{d P}{d k^{\prime}}+2 P=0 ;
$$

and the first equation then gives

$$
P=1+\frac{1^{2}}{2^{2}} k^{n}+\frac{1^{2} \cdot 3^{2}}{2^{4} \cdot 4^{2}} k^{k^{4}}+\ldots,=F\left(\frac{1}{2}, \frac{1}{2}, 1, k^{n \prime}\right)
$$

Represent this for a moment by

$$
1+m_{2} k^{\prime \prime}+m_{\sqrt{\prime}} k^{4}+\& \mathrm{c} .
$$

and assume for convenience

$$
Q=-m_{1} A_{1} k^{\prime 2}-m_{2} A_{2} k^{4}-m_{3} A_{3} k^{\prime 6}-\ldots
$$

Substituting these values, the equation to be satisfied is found to be

$$
\begin{aligned}
& \begin{array}{lllll}
k^{\prime 0} & k^{\prime 2} & k^{\prime 4} & k^{\prime s} & k^{\prime 3}
\end{array} \\
& 0=-4 m_{1}-8 m_{3}-12 m_{3}-16 m_{4}-20 m_{2} \quad \ldots \\
& +4 m_{1}+8 m_{\mathrm{a}}+12 m_{\mathrm{a}}+16 m_{4} \quad \ldots \\
& +2+2 m_{1}+2 m_{2}+2 m_{9}+2 m_{4} \ldots \\
& -2 m_{1} A_{1}-12 m_{8} A_{9}-30 m_{2} A_{3}-56 m_{4} A_{4}-90 m_{5} A_{2} \ldots \\
& +2 m_{1} A_{1}+12 m_{\mathrm{r}} A_{\mathrm{s}}+30 m_{5} A_{\mathrm{a}}+56 m_{4} A_{4} \ldots \\
& -2 m_{1} A_{1}-4 m_{2} A_{2}-6 m_{\mathrm{a}} A_{\mathrm{s}}-8 m_{4} A_{4}-10 m_{\mathrm{s}} A_{\mathrm{s}} \ldots \\
& +6 m_{1} A_{1}+12 m_{2} A_{2}+18 m_{2} A_{2}+24 m_{4} A_{4} \ldots \\
& +m_{1} A_{1}+m_{2} A_{2}+m_{3} A_{3}+m_{4} A_{4} \ldots \\
& \text { viz. this gives } \\
& 2-4 m_{1}-4 m_{1} A_{1}=0 \text {, } \\
& 6 m_{1}-8 m_{n}-16 m_{2} A_{2}+9 m_{1} A_{1}=0 \text {, } \\
& 10 m_{a}-12 m_{a}-36 m_{3} A_{s}+25 m_{2} A_{3}=0 \text {, } \\
& 14 m_{\mathrm{a}}-16 m_{4}-64 m_{4} A_{4}+49 m_{\mathrm{a}} A_{\mathrm{a}}=0 \text {, } \\
& \text { \&c., } \\
& \text { \&c.; }
\end{aligned}
$$

or, observing that $4 m_{1}=1,16 m_{2}=9 m_{1}, 36 m_{1}=25 m_{4}$, \&c., we have

$$
\begin{gathered}
2-4 m_{1}=4 m_{1} \cdot A_{1}, \\
6 m_{1}-8 m_{\mathrm{a}}=9 m_{\mathrm{a}}\left(A_{2}-A_{2}\right), \\
10 m_{\mathrm{a}}-12 m_{\mathrm{a}}=25 m_{\mathrm{a}}\left(A_{\mathrm{a}}-A_{2}\right), \\
14 m_{\mathrm{a}}-16 m_{4}=49 m_{\mathrm{a}}\left(A_{4}-A_{\mathrm{a}}\right), \\
\& \mathrm{cc} . \quad \text { \&c.; }
\end{gathered}
$$

that is

$$
\begin{aligned}
2-\frac{1}{1} & =1 A_{1} \quad,=\frac{1}{1}, \\
6-\frac{9}{2} & =9\left(A_{3}-A_{1}\right),=\frac{3}{2}, \\
10-\frac{25}{3} & =25\left(A_{3}-A_{3}\right),=\frac{5}{3}, \\
14-\frac{49}{4} & =49\left(A_{4}-A_{3}\right),=\frac{7}{4}, \\
\text { \&c., } & \text { \&c. } ;
\end{aligned}
$$

or finally

$$
\begin{aligned}
& A_{1}=\frac{2}{1.2}, \\
& A_{2}=\frac{2}{1.2}+\frac{2}{3.4}, \\
& A_{8}=\frac{2}{1.2}+\frac{2}{3.4}+\frac{2}{5.6}, \\
& A_{4}=\frac{2}{1.2}+\frac{2}{3.4}+\frac{2}{5.6}+\frac{2}{7.8}, \\
& \text { \&c., } \quad \text { \&c., }
\end{aligned}
$$

and thence

$$
\begin{aligned}
F_{1} k= & \log \frac{4}{k^{\prime}} \\
& +\frac{1^{2}}{2^{2}} k^{\prime 2}\left(\log \frac{4}{k^{\prime}}-\frac{2}{1.2}\right) \\
& +\frac{1^{3} \cdot 3^{3}}{2^{2} \cdot 4^{2}} k^{4}\left(\log \frac{4}{k^{\prime}}-\frac{2}{1.2}-\frac{2}{3.4}\right) \\
& +\frac{1^{3} \cdot 3^{2} \cdot 5^{2}}{2^{2} \cdot 4^{2} \cdot 6^{2}} k^{\prime \prime}\left(\log \frac{4}{k^{\prime}}-\frac{2}{1.2}-\frac{2}{3.4}-\frac{2}{5.6}\right) \\
& +\& c \cdot,
\end{aligned}
$$

where the limit of the subtracted scries is $=\log 4$, or $1 \cdot 38629 \ldots$ From this we obtain $E_{1} k$ by the formula

$$
E_{1} k=k^{\prime \prime} F_{2} k-k^{\prime}\left(1-k^{\prime}\right) \frac{d}{d k^{\prime}} F_{2} k:
$$

leading to

$$
\begin{aligned}
E_{\mathrm{a}} k= & 1 \\
& +\frac{1}{2} k^{\prime 2}\left(\log \frac{4}{k^{\prime}}-\frac{1}{1.2}\right) \\
& +\frac{1^{2} \cdot 3}{2^{2} \cdot 4} k^{\prime \prime}\left(\log \frac{4}{k^{\prime}}-\frac{2}{1.2}-\frac{1}{3.4}\right) \\
& +\frac{1^{2} \cdot 3^{2} \cdot 5}{2^{2} \cdot 4^{2} \cdot 6} k^{\prime a}\left(\log \frac{4}{k^{\prime}}-\frac{2}{1.2}-\frac{2}{3.4}-\frac{1}{5 \cdot 6}\right) \\
& + \text { \&c., }
\end{aligned}
$$

where in the several subtracted series, the numerator of the last fraction is 1, but the other numerators are each 2: the limit of the subtracted series is as in the former case $=\log 4$, or $1 \cdot 38629 . .$. : hence in the two cases respectively the successive partial series converge to $\log \frac{4}{k^{\prime}}-\log 4,=-\log k^{\prime}$. We have thus the values of $F_{2} k, E_{1} k$ for $k$ nearly $=1$, eorresponding in a remarkable manner to those previously given for the case of $k$ small.
78. Kummer has given, Crelle, t. xv. (1836) p. 83, the following general formule in relation to hypergeometrie series,
$2 c F\left(\frac{1}{2} x, \frac{1}{2} \beta, \frac{1}{2}, q^{2}\right)$
$=F\left\{a, \beta, \frac{1}{2}(\alpha+\beta+1), \frac{1}{2}(1+q)\right\}+F\left\{a, \beta, \frac{1}{2}(\alpha+\beta+1), \frac{1}{2}(1-q)\right\} ;$
$2 d q F\left\{\frac{1}{2}(x+1), \frac{1}{2}(\beta+1), \frac{3}{2}, q^{2}\right\}$
$=F\left\{\alpha, \beta, \frac{1}{2}(\alpha+\beta+1), \frac{1}{2}(1+q)\right\}-F\left\{\alpha, \beta, \frac{1}{2}(\alpha+\beta+1), \frac{1}{2}(1-q)\right\} ;$
where $c, d$ are constants to be determined: as regards $c$, writing $q=0$, we have at once $c=F\left\{\alpha, \beta, \frac{1}{2}(\alpha+\beta+1)\right.$, $\left.\frac{1}{2}\right\}$ : as regards $d$, imagining the series on the right-hand side expanded, taking their difference and dividing by $q$, and then writing $q=0$, we find $2 d=F^{\prime}\left\{\alpha, \beta, \frac{1}{2}(\alpha+\beta+1), \frac{1}{2}\right\}$, where in general $F^{\prime}(\alpha, \beta, \gamma, m)$ denotes $\frac{d}{d x} F(x, \beta, \gamma, x)$, writing therein $x=m$.

Taking now $\alpha=\beta=\frac{1}{2}$; and $q=1-2 h^{2}$, whence

$$
\frac{1}{2}(1+q)=k^{\prime 2}, \frac{1}{2}(1-q)=k^{2},
$$

we find

$$
\begin{aligned}
& 2 c F\left(\frac{1}{2}, \frac{1}{4}, \frac{1}{2}, q^{2}\right)=F\left(\frac{1}{2}, \frac{1}{2}, 1, k^{\prime 2}\right)+F\left(\frac{1}{2}, \frac{1}{2}, 1, k^{2}\right),=\left(F_{1} k^{\prime}+F_{1} k\right) \div \frac{1}{2} \pi \text {, } \\
& 2 d q F^{\prime}\left(\frac{3}{3}, \frac{3}{2}, \frac{3}{2}, q^{2}\right)=F\left(\frac{1}{2}, \frac{1}{2}, 1, k^{\prime 2}\right)-F\left(\frac{1}{2}, \frac{1}{2}, 1, k^{\prime}\right),=\left(F_{1} k^{\prime}-F_{1} k\right) \div \frac{1}{2} \pi \text {, }
\end{aligned}
$$ in virtue of the expression for $F_{1} k, F_{1} k^{\prime}$ obtained ante, No. 71.

Hence, eonversely

$$
\begin{aligned}
& F_{1} k=\frac{1}{2} \pi\left\{c F\left(\frac{1}{2}, \frac{1}{4}, \frac{1}{2}, q^{2}\right)-d_{q} F\left(\frac{3}{2}, \frac{3}{2}, \frac{3}{2}, q^{2}\right)\right\}, \\
& F_{1} k^{\prime}=\frac{1}{2} \pi\left\{c F\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, q^{2}\right)+d_{q} F\left(\frac{3}{4}, \frac{3}{2}, \frac{3}{2}, q^{2}\right)\right\} ;
\end{aligned}
$$

viz. the complete functions $F_{1} k, F_{2} k^{\prime}$ are here expressed by means of two series, each proceeding in powers of $q,=1-2 h^{2}$. Writing $k=k^{\prime}=\frac{1}{\sqrt{2}}$, whence $q=0$, we find

$$
\frac{1}{2} \pi c=F_{1}\left(\frac{1}{\sqrt{2}}\right),=\int_{0}^{\frac{\pi}{2}} \frac{d \phi}{\sqrt{1-\frac{1}{2}} \sin ^{2} \phi},
$$

and with a little more difficulty $\frac{1}{2} \pi d=\frac{1}{3} \pi \div F_{1}\left(\frac{1}{\sqrt{2}}\right)$, and we bave thus the expressions for $F_{1} k, F_{1} k^{\prime}$ given by Jacobi, Fund. Nova, pp. 67 and 68.

The Gudermannian. Art. Nos. 79 to 8 .5.
79. It has been already remarked that, for $k=1$, the function $F(k, \phi)$ becomes $=\log \tan \left(\frac{1}{2} \pi+\frac{1}{2} \phi\right)$, and that instead of the general function $a \mathrm{~m} u$, we have the gudermannian $\mathrm{g} \mathrm{d} u$, giving rise to the two functions $\sin g \mathrm{~d} u$ and $\cos g d$, or say $\operatorname{sg} u$ and $\operatorname{cg} u$. We have in regard to these a thcory corresponding to that of the functions of am $u(\operatorname{sn} u, \operatorname{cn} u, \operatorname{dn} u)$, discussed in the following Chapter: and it is convenient to consider in the first instance the special case in question, $k=1$.
80. Starting from

$$
F \phi=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} \phi\right)=u,
$$

where as a definition $\phi=\operatorname{gd} u$, or what is the same thing,

$$
u=\log \tan \left(\frac{1}{2} \pi+\frac{1}{2} g d u\right) ;
$$

we have

$$
\begin{aligned}
e^{\prime \prime}=\tan \left(\frac{1}{9} \pi+\frac{1}{2} g \mathrm{~d} u\right) & =\frac{1+\tan \frac{1}{2} g \mathrm{~d} u}{1-\tan \frac{1}{2} g \mathrm{~d} u}=\frac{\cos \frac{1}{2} \operatorname{gd} u+\sin \frac{1}{2} \operatorname{gd} u}{\cos \frac{1}{2} g \mathrm{~d} u-\sin \frac{1}{2} \operatorname{dd} u} \\
& =\frac{1+\sin g \mathrm{gl} u}{\cos g \mathrm{~d} u}=\frac{\cos g \mathrm{gd} u}{1-\sin g \mathrm{gd} u}
\end{aligned}
$$

and thence
$\operatorname{singd} u$ orsg $u=\frac{e^{u}-e^{-u}}{e^{u}+e^{-u}},=\frac{-i \sin i u}{\cos i u},=\frac{\sinh u}{\cosh u},=\tanh u$, and
$\cos \operatorname{gd} u$ or $\operatorname{cg} u=\frac{1}{e^{u}+e^{-u}},=\frac{1}{\cos \dot{u}}, \quad=\frac{1}{\cosh u},=\operatorname{sech} u$,
(where $\sinh u,=\frac{1}{2}\left(e^{u}-e^{-x}\right)$, and $\cosh u,=\frac{1}{2}\left(e^{u \prime}+e^{-u}\right)$, denote the hyperbolic sine and cosine of $u$; and similarly $\tanh u$ and sech $u$ denote the hyperbolic tangent and secant of $u$ ).

It may be added that

$$
\operatorname{cg}^{2} u+\operatorname{zg}^{2} u=1,
$$

and further $\operatorname{gd}^{\prime} u=\operatorname{cg} u, \operatorname{sg}^{\prime} u=\operatorname{cg}^{2} u, \operatorname{cg}^{\prime} u=-\operatorname{sg} u \operatorname{cg} u$,
also sg $i u=i \tan u, \operatorname{cg} i u=\sec u$.
81. The equations may also be written

$$
\begin{array}{l|l}
\operatorname{sg} u=-i \tan i u, & \sin i u=i \operatorname{tg} u \\
\operatorname{cg} u=\frac{1}{\cos i u}, & \cos i u=\frac{1}{\operatorname{cg} u}, \\
\operatorname{tg} u=-i \sin i u, & \tan i u=i \operatorname{sg} u
\end{array}
$$

( $\operatorname{tg} u$ denoting $\tan \operatorname{gd} u$ ) which may also be arrived at as follows, viz. considering the angles $\theta, \phi$ connected by the equation $\cos \theta \cos \phi=1$, or as it may in various forms be written,

$$
\begin{array}{l|l}
\sin \theta=i \tan \phi, & \begin{array}{l}
\sin \phi=-i \tan \theta, \\
\cos \theta=\frac{1}{\cos \phi}, \\
\cos \phi=\frac{1}{\cos \theta}, \\
\tan \theta=i \sin \phi,
\end{array} \\
\tan \phi=-i \sin \theta,
\end{array}
$$

then $\cos \theta d \theta=i \sec ^{2} \phi d \phi$, that is $d \theta=\frac{i d \phi}{\cos \phi}$, or

$$
\theta=i \log \tan \left(\frac{1}{2} \pi+\frac{1}{2} \phi\right) ;
$$

whence assuming $\phi=\operatorname{gd} u$ we have $\theta=i u$, and thence the foregoing relations.
82. We easily obtain the addition-equations

$$
\begin{align*}
& \operatorname{sg}(u+v)=\operatorname{sg} u \operatorname{sg} v \\
& \operatorname{cg}(u+v)=\operatorname{cg} u \operatorname{cg} v
\end{align*}
$$

where

$$
\operatorname{denom}=1+\operatorname{sg} u \operatorname{sg} v
$$

viz. if for a moment $e^{\prime \prime}=\alpha, e^{\prime}=\beta$, then

$$
\operatorname{sg} u=\frac{a^{2}-1}{\alpha^{2}+1}, \operatorname{cg} u=\frac{2 \alpha}{a^{2}+1}, \operatorname{sg} v=\frac{\beta^{a}-1}{\beta^{u}+1}, \operatorname{cg} v=\frac{2 \beta}{\beta^{2}+1},
$$

and substituting these values, the expressions for $\mathrm{sg}(u+v)$, $\operatorname{cg}(u+v)$ come out $=\frac{a^{2} \beta^{2}-1}{a^{2} \beta^{2}+1}$ and $\frac{2 \alpha \beta}{a^{2} \beta^{2}+1}$ respectively: which proves the formulæ.
83. To deduce the equations from the general formule for $\operatorname{sn}(u+v), \operatorname{cn}(u+v), \operatorname{dn}(u+v)$, (see next Chapter,) observe that putting $k=1$, and consequently $\mathrm{sn}=\mathrm{sg}, \mathrm{cn}=\mathrm{dn}=\mathrm{cg}$, these become
where

$$
\begin{aligned}
& \operatorname{sg}(u+v)=\operatorname{sg} u \operatorname{cg}^{2} v+\operatorname{sg} v \operatorname{cg}^{2} u, \\
& \operatorname{cg}(u+v)=\operatorname{cg} u \operatorname{cg} v-\operatorname{cg} u \operatorname{sg} u \operatorname{cg} v \operatorname{sg} v,
\end{aligned}
$$

Here in $\operatorname{sg}(u+v)$ the numerator is $\operatorname{sg} u\left(1-\operatorname{sg}^{2} v\right)+\operatorname{sg} v\left(1-\operatorname{sg}^{2} u\right)$, which is $=(\operatorname{sg} u+\operatorname{sg} v)(1-\operatorname{sg} u \operatorname{sg} v)$, and in $\operatorname{cg}(u+v)$ the numerator is $=\operatorname{cg} u \operatorname{cg} v(1-\operatorname{sg} u \operatorname{sg} v)$, and the denominator is $=(1+\operatorname{sg} u \operatorname{sg} v)(1-8 g u \operatorname{sg} v)$; whence, throwing out the factor ( $1-8 \mathrm{gg} u \mathrm{sg} v$ ), we have the formulæ in question.
84. It is easy to derive the formulæ for the sg and cg of the sum of any number of functions. Writing for convenience $\operatorname{sg} u=x, \operatorname{cg} u=\sqrt{1-x^{2}},=x^{\prime}, \operatorname{sg} v=y, \operatorname{cg} v=\sqrt{1-y^{2}},=y^{\prime}$, the foregoing formulæ may be written

$$
\begin{align*}
& \operatorname{sg}(u+v)=x+y \\
& \operatorname{cg}(u+v)=x^{\prime} y^{\prime}
\end{align*}
$$

where

$$
\text { denom. }=1+x y ;
$$

and then introducing a new angle $w$, and writing $\operatorname{sg} v=z$, $\operatorname{cg} w=z^{\prime}$, we find

$$
\begin{align*}
& \operatorname{sg}(u+v+w)=x+y+z+x y z, \\
& \operatorname{cg}(u+v+w)=x^{\prime} y^{\prime} z^{\prime},
\end{align*}
$$

where

$$
\text { denom. }=1+x y+x z+y z ;
$$

and so when there is a fourth angle $\omega, \operatorname{sg} \omega=t, \operatorname{cg} \omega=t$, we have

$$
\begin{array}{ll}
\operatorname{sg}(u+v+w+\omega)=x+y+z+t+x y z+x y t+x z t+y z t, & (\div) \\
\operatorname{cg}(u+v+w+\omega)=x^{\prime} y^{\prime} z^{\prime} t^{\prime},
\end{array}
$$

where $\quad$ denom. $=1+x y+x z+y z+x t+y t+z t+x y z t$;
and so on, the law being obvious.
85. If the angles of all of them $=u$, retaining $x$ to denote $\mathrm{cg} u$, and putting for $x^{\prime}$ its value $=\sqrt{(1+x)(1-x)}$, we have

$$
\begin{array}{ll}
\operatorname{sg} n u=\frac{1}{2}\left\{(1+x)^{n}-(1-x)^{n}\right\}, & (\div) \\
\operatorname{cg} n u=(1+x)^{\frac{1 n}{n}}(1-x)^{\frac{1}{n}}, & (\div)
\end{array}
$$

where

$$
\text { denom. }=\frac{1}{2}\left\{(1+x)^{n}+(1-x)^{n}\right\} ;
$$

and observe that, $n$ being even, the expressions are rational, but $n$ being odd, the numerator of $\operatorname{cg} n u$ contains the factor $\sqrt{1-} x^{2}$.

The formule are valuable for their own sake; and they afford very convenient verifications of formule relating to the general functions $\mathrm{sn}, \mathrm{cn}, \mathrm{dn}:$ viz. putting in these $k=1$, they must of course reduce themselves to the far more simple formula for $\mathrm{sg}, \mathrm{cg}$.

The foregoing values of $\operatorname{sg} u, \operatorname{cg} u$, give

$$
e^{t=1 n}=\frac{2 e^{u}+i\left(e^{2 n}-1\right)}{e^{2 n}+1},=\frac{i\left(e^{\prime \prime}-i\right)^{2}}{e^{i n}+1} ;
$$

that is $\quad e^{i s d n}=\frac{i\left(e^{n}-i\right)}{e^{u}+i}$;
and again, $e^{i \text { vilu }}=\frac{2+i\left(e^{u}-e^{-u}\right)}{e^{u}+e^{-u}},=\begin{gathered}1+\sin u i \\ \cos u i\end{gathered},=\frac{\cos \frac{1}{2} u i+\sin \frac{1}{2} u i}{\cos \frac{1}{2} u i-\sin \frac{1}{2} u i}$,

$$
=\frac{1+\tan \frac{1}{2} u i}{1-\tan \frac{1}{2} u i}
$$

that is

$$
e^{t \mathrm{mllu}}=\tan \left(\frac{1}{4} \pi+\frac{1}{2} u i\right),
$$

or what is the same thing,

$$
i g \mathrm{~d} u=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} u i\right) ;
$$

with which compare the original equation

$$
u=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} g d u\right) .
$$

If in the first of these for $u$ we write $\frac{1}{i} g d u$, it becomes

$$
i g d\left(\frac{1}{i} g d u\right)=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} g d u\right)
$$

that is

$$
i \operatorname{gd}\left(\frac{1}{i} \operatorname{gd} u\right)=u
$$

a remarkable property of the function $g \mathrm{~d} u$; there is no analogue to this as regards the general function amu.

## CHAPTER IV.

ON THE ELLIPTIC FUNCTIONS $s n$, cn , dn.

We now commence a systematic development of the theory of the elliptic functions properly so called, the functions sn , $\mathrm{en}, \mathrm{dn}$.

Addition and Subtraction Formula. Art. Nos, 86 to 93.
86. The formulæ are

$$
\begin{array}{ll}
\operatorname{sn}(u+v) & =\operatorname{sn} u \operatorname{cn} v \operatorname{dn} v+\operatorname{sn} v \operatorname{cn} u \operatorname{dn} u \\
\operatorname{cn}(u+v) & =\operatorname{cn} u \operatorname{cn} v \quad-\operatorname{sn} u \operatorname{dn} u \operatorname{sn} v \operatorname{dn} v, \\
\operatorname{dn}(u+v)=\operatorname{dn} u \operatorname{dn} v \quad & -k^{3} \operatorname{sn} u \operatorname{cn} u \operatorname{sn} v \operatorname{cn} v,
\end{array}
$$

where denominator

$$
=1-k^{2} \operatorname{sn}^{2} u \operatorname{sn}^{2} v
$$

and

$$
\begin{array}{ll}
\operatorname{sn}(u-v)=\operatorname{sn} u \operatorname{cn} v \operatorname{dn} v-\operatorname{sn} v \operatorname{cn} u \operatorname{dn} u, \\
\operatorname{cn}(u-v)=\operatorname{cn} u \operatorname{cn} v \quad & +\operatorname{sn} u \operatorname{dn} u \operatorname{sn} v \operatorname{dn} v, \\
\operatorname{dn}(u-v)=\operatorname{dn} u \operatorname{dn} v \quad+k^{2} \operatorname{sn} u \operatorname{cn} u \operatorname{sn} v \operatorname{cn} v, & (\div)
\end{array}
$$

with same denominator

$$
=1-b^{2} \operatorname{sn}^{2} u \mathrm{sn}^{2} v
$$

As remarked in Chapter I., these are given by the alditionequation, or they may be deduced from

$$
\begin{aligned}
& \operatorname{cn}^{2} u=1-\operatorname{sn}^{2} u, \quad \operatorname{dn}^{2} u=1-k^{2} \operatorname{sn}^{7} u \\
& \operatorname{sn}^{3} u=\quad \operatorname{cn} u \operatorname{dn} u \\
& \operatorname{cn}^{\prime} u=-\operatorname{sn} u \operatorname{dn} u \\
& \operatorname{dn}^{\prime} u=-k^{2} \operatorname{sn} u \operatorname{cn} u .
\end{aligned}
$$

87. Putting for shortness $\operatorname{sn} u=x, \operatorname{sn} v=y$, these are

$$
\begin{aligned}
& \operatorname{sn}(u \pm v)=x \sqrt{1-y^{2}} \sqrt{1-k^{2} y^{2}} \pm y \sqrt{1-x^{2}} \sqrt{1-k^{2} x^{2}}, \\
& \operatorname{cn}(u \pm v)=\sqrt{1-x^{2}} \sqrt{1-y^{2}} \quad \mp x y \sqrt{1-k^{2} x^{2}} \sqrt{1-k^{2} y^{2}},(\div) \\
& \operatorname{dn}(u \pm v)=\sqrt{1-k^{2} x^{2}} \sqrt{1-k^{2} y^{2}} \mp k^{3} x y \sqrt{1-x^{2}} \sqrt{1-y^{2}}, \quad(\div)
\end{aligned}
$$

where denominator

$$
=1-k^{2} x^{2} y^{2}
$$

88. Represent for a moment the last-mentioned numerators and denominator by $A \pm A^{\prime}, B \pm B^{\prime}, C \pm C^{\prime}$, and $D$, viz.

$$
\begin{array}{cl}
A=x \sqrt{1-y^{2}} \sqrt{1-k^{2} y^{2}}, & A^{\prime}=y \sqrt{1-x^{2}} \sqrt{1-k^{x} x^{2}} \\
B=\sqrt{1-x^{2}} \sqrt{1-y^{2}}, & B^{\prime}=-x y \sqrt{1-k^{2} x^{2}} \sqrt{1-k^{2} y^{2}}, \\
C=\sqrt{1-k^{2} x^{2}} \sqrt{1-k^{2} y^{2}}, & C^{\prime}=-k^{2} x y \sqrt{1-x^{2}} \sqrt{1-y^{2}} \\
\qquad D=1-k^{2} x^{2} y^{2},
\end{array}
$$

then we have evidently

$$
\begin{align*}
& \operatorname{sn}(u+v)+\operatorname{sn}(u-v)=2 A \\
& \operatorname{sn}(u+v)-\operatorname{sn}(u-v)=2 A^{\prime}, \\
& \operatorname{cn}(u+v)+\operatorname{cn}(u-v)=2 B, \\
& \operatorname{cn}(u+v)-\operatorname{cn}(u-v)=2 B^{\prime}, \\
& \operatorname{dn}(u-v)+\operatorname{dn}(u+v)=2 C \\
& \operatorname{dn}(u+v)-\operatorname{dn}(u-v)=2 C^{\prime},
\end{align*}
$$

where throughout

$$
\text { denominator }=D
$$

89. But there are other formula depending on the property that the rational funetions $A^{2}-A^{\prime 2}, B^{2}-B^{2}, C^{2}-C^{\prime 2}$ contain $D$ as a faetor. In fact writing

$$
\begin{aligned}
& P=x^{2}-y^{2} \\
& Q=1-x^{2}-y^{2}+k^{2} x^{2} y^{2} \\
& R=1-k^{2} x^{2}-k^{2} y^{2}+k^{2} x^{2} y^{2}
\end{aligned}
$$

we have

$$
\begin{aligned}
& A^{2}-A^{\prime 2}=P D, \\
& B^{2}-B^{2}=Q D, \\
& C^{2}-C^{\prime 2}=R D ;
\end{aligned}
$$

and thence

$$
\begin{align*}
& \operatorname{sn}(u+v) \operatorname{sn}(u-v)=P, \\
& \operatorname{cn}(u+v) \operatorname{cn}(u-v)=Q,  \tag{+}\\
& \operatorname{dn}(u+v) \operatorname{dn}(u-v)=R,
\end{align*}
$$

where denominator

$$
=D
$$

I write down at full length the first of these as it is a formula of frequent occurrence,

$$
\operatorname{sn}(u+v) \operatorname{sn}(u-v)=\left(\operatorname{sn}^{2} u-\mathrm{sn}^{2} v\right) \div\left(1-k^{2} \operatorname{sn}^{7} u \operatorname{sn}^{2} v\right)
$$

90. We may deduce a variety of other formula, for instance

$$
\begin{aligned}
& {[1+\mathrm{sn}(u+r)][1+\mathrm{sn}(u-v)]} \\
& =(D+2 A+P) \div D ;
\end{aligned}
$$

where the numerator is

$$
\begin{aligned}
& 1-k^{2} x^{2} y^{2}+2 x \sqrt{1-y^{2}} \sqrt{1-k^{2} y^{2}}+x^{2}-y^{2}, \\
& =\left(\sqrt{1-y^{2}}+x \sqrt{1-k^{2} y^{3}}\right)^{2} .
\end{aligned}
$$

91. To complete the theory we consider the expressions $S=\sqrt{1-x^{2}} \sqrt{1-k^{2} x^{2}} \sqrt{1-y^{2}} \sqrt{1-k^{2} y^{2}, \quad S^{\prime}=-k^{\prime 2} x y, \quad\left(k^{\prime 2}=1-k^{2}\right), ~}$ $T=x \sqrt{1-k^{2} x^{2}} \sqrt{1-y^{2}}, \quad T^{\prime}=-y \sqrt{1-k^{2} y^{2}} \sqrt{1-x^{2}}$,
$U=x \sqrt{1-x^{2}} \sqrt{1-k^{2} y^{2}}, \quad \quad U^{\prime}=y \sqrt{1-y^{2}} \sqrt{1-k^{2} x^{2}}$.
It then appears that each of the functions $\mathrm{sm}, \mathrm{cn}, \mathrm{dn}$ of $u \pm v$ can be expressed in a fourfold form as follows:

$$
\begin{aligned}
& \operatorname{sn}(u+v)=\frac{A+A^{\prime}}{D}=\frac{P}{A-A^{\prime}}=\frac{U+U^{\prime}}{B-B^{\prime}}=\frac{T-T^{\prime \prime}}{C-C^{\prime}}, \\
& \operatorname{cn}(u+v)=\frac{B+B^{\prime}}{D}=\frac{U-U^{\prime}}{A-A^{\prime}}=\frac{Q}{B-B^{\prime}}=\frac{S+S^{\prime}}{C-C^{\prime}}, \\
& \operatorname{dn}(u+v)=\frac{C+C^{\prime}}{D}=\frac{T+T^{\prime}}{A-A^{\prime}}=\frac{S-S^{\prime}}{B-B^{\prime}}=\frac{R}{C-C^{\prime}} ;
\end{aligned}
$$

with the like formule changing simultaneously the signs of $v$, $A^{\prime}, B, C^{\prime}, S^{\prime}, T^{\prime}, U^{\prime}$. Any equations obtained by comparing different values of the same function are of course identities: thus we have $\frac{A+A^{\prime}}{D}=\frac{P}{A-A^{\prime \prime}}$, that is, $A^{2}-A^{\prime 2}=P^{\prime} D$ as above, \&c. Again

$$
(B+B)\left(C-C^{\prime}\right)=D\left(S+S^{\prime}\right), \quad\left(B-B^{\prime}\right)\left(C+C^{\prime}\right)=D\left(S-B^{\prime}\right)
$$

or what is the same thing,

$$
B C-B^{\prime} C^{\prime}=D S, \quad-B C^{\prime}+B^{\prime} C=D S^{\prime}, \& \text { c. }
$$

with various other identities.
92. By selecting the proper expressions we obtain at once formule involving different functions of $u+v$ and $u-v$ respectively: thus let it be required to find the product

$$
\operatorname{sn}(u+v) \operatorname{cn}(u-v)
$$

these are expressions for the factors involving $B-B^{\prime}$ in the denominator and the numerator respectively, viz. we have

$$
\begin{aligned}
\operatorname{sn}(u+v) \operatorname{cn}(u-v) & =\frac{U+U^{\prime}}{B-B^{\prime}} \cdot \frac{B-B^{\prime}}{D} \\
& =\frac{U+U^{\prime}}{D}
\end{aligned}
$$

or what is the same thing, the value is

$$
=\frac{\sin u \operatorname{cn} u \operatorname{dn} v+\operatorname{sn} v \operatorname{cn} v \operatorname{dn} u}{1-h^{2} \operatorname{sn}^{2} u \operatorname{sn}^{2} v} .
$$

Similarly,

$$
\text { en }(u+v) \operatorname{sn}(u-v)=\frac{U-U^{\prime}}{L}
$$

and by combination of these formulx, we obtain

$$
\begin{aligned}
& \sin [\operatorname{am}(u+v)+\operatorname{am}(u-v)]=\frac{2 V}{1}, \\
& \sin \left[\operatorname{am}(u+v)-a m^{\prime}(u-v)\right]=\begin{array}{c}
2 U^{\prime} \\
D
\end{array} .
\end{aligned}
$$

93. Although the formulx are so numerous that they cannot be remembered, and in the manner just explained any one of them may be obtained with extreme facility, yet for convenience of reference I reproduce the whole series of 33 formulæ given Fund. Nova, pp. 32-34. We have throughout

$$
\text { denom. }=1-k^{2} \operatorname{sn}^{2} u \operatorname{sn}^{2} v
$$

(1) to (21).

| $\mathrm{sn}(u+v)+\mathrm{sn}(u-v)$ | $=2 \operatorname{sn} u \operatorname{cn} v \mathrm{dn} v$, | $(+)$ |
| :---: | :---: | :---: |
| $\operatorname{sn}(u+v)+\mathrm{sn}(u-v)$ | $=2 \mathrm{cn} u \mathrm{cn} v$, | $(-)$ |
| $\mathrm{dn}(u+v)+\mathrm{dn}(u-v)$ | $=2 \mathrm{dn} u \mathrm{dn} v$, | ( $\div$ |
| $\operatorname{sn}(u+v)-\operatorname{sn}(u-v)$ | $=2 \operatorname{sn} v \operatorname{cn} u \mathrm{dn} u$, | $(\div)$ |
| $\operatorname{cn}(u-v)-\operatorname{cn}(u+v)$ | $=2 \operatorname{sn} u \operatorname{sn} v \operatorname{dn} u \mathrm{dn} v$, | $(\div)$ |
| $\mathrm{dn}(u-v)-\mathrm{dn}(u+v)$ | $=2 k^{2} \mathrm{sn} u \mathrm{sn} v \mathrm{cn} u \mathrm{cn} v$, | $(\div)$ |
| $8 \mathrm{sn}(u+v) \mathrm{sn}(u-v)$ | $=\mathrm{sn}^{2} u-\mathrm{sn}^{2} v$, | $\div)$ |
| $1+k^{2} \operatorname{sn}(u+v) \operatorname{sn}(u-v)$ | $=\mathrm{dn}^{2} v+k^{2} \mathrm{sn}^{2} u \mathrm{cn}^{2} v$, | $\div)$ |
| $1+\mathrm{sn}(u+v) \mathrm{sn}(u-v)$ | $=\operatorname{cn}^{2} v+\operatorname{sn}^{2} u \mathrm{dn}^{2} v$, | $\div)$ |
| $1+\mathrm{cn}(u+v) \mathrm{cn}(u-v)$ | $=\mathrm{cn}^{2} u+\mathrm{cn}^{2} v$, | ) |
| $1+\operatorname{dn}(u+v) \operatorname{dn}(u-v)$ | $=\mathrm{dn}^{2} u+\mathrm{dn}^{2} v$, | +) |
| $1-k^{*} \mathrm{sn}(u+v) \mathrm{sn}(u-v)$ | $=\mathrm{dn}^{2} u+k^{2} \mathrm{sn}^{2} v \mathrm{cn}^{2} u$, | $(\div)$ |
| $1-\operatorname{sn}(u+v) \operatorname{sn}(u-v)$ | $=\mathrm{cn}^{2} u+\operatorname{sn}^{2} v \mathrm{dn}^{2} u$, | ) |
| $1-\operatorname{cn}(u+v) \operatorname{cn}(u-v)$ | $=\mathrm{sn}^{2} u \mathrm{dn}^{2} v+\mathrm{sn}^{2} v \mathrm{dn}^{2} u$, |  |
| $1-\operatorname{dn}(u+v) \operatorname{dn}(u-v)$ | $=k^{2}\left(\mathrm{sn}^{2} u \mathrm{cn}^{2} v+\mathrm{sn}^{2} v \mathrm{cn}^{2} u\right)$, |  |
| $\{1 \pm \operatorname{sn}(u+v)\}\{1 \pm \operatorname{sn}(u-v)\}$ | $=(\mathrm{cn} v \pm \mathrm{sn} u \mathrm{dnv})^{2}$, | $\div)$ |
| $\{1 \pm \mathrm{sn}(u+v)\}\{1 \mp \mathrm{sn}(u-v)\}$ | $=(\mathrm{cn} u \pm \operatorname{sn} v \mathrm{dn} u)^{2}$, | ) |
| $\{1 \pm k \operatorname{sn}(u+v)\}\{1 \pm k \operatorname{sn}(u-$ | $=(\mathrm{dnv} \pm k \operatorname{sn} v \mathrm{cn} v)^{2}$ | $(\div)$ |
| $\{1 \pm k \operatorname{sn}(u+v)\}\{1 \mp k \operatorname{sn}\langle u$ | $=(\operatorname{dn} u \pm k \operatorname{sn} v \operatorname{cn} u)^{2}$, | $(\div)$ |
| $\{1 \pm \operatorname{cn}(u+v)\}\{1 \pm \mathrm{cn}(u-v)\}$ | $=(\mathrm{cn} u \pm \mathrm{cn} v)^{2}$, | ) |
| $\{1 \pm \mathrm{cn}(u+v)\}\{1 \mp \mathrm{cn}(u-v)\}$ | $=(\operatorname{sn} u \operatorname{dn} v \mp \operatorname{snv} \mathrm{dn} u)^{2}$, |  |
| c. | 5 |  |


| $\{1 \pm \mathrm{dn}(u+v)\}\{1 \pm \mathrm{dn}$ | ', |
| :---: | :---: |
| dn $(2$ |  |
| sn $(u+v) \mathrm{cn}(u-v)$ | $=\operatorname{sn} u \operatorname{cn} u \operatorname{dnv}+\operatorname{sn} v \operatorname{cn} v \operatorname{dn} u,(\div)$ |
| sn $(u-v) \mathrm{cn}(u+v)$ | $=\operatorname{sn} u \operatorname{cn} u \operatorname{dn} v-\operatorname{sn} v \operatorname{cnv} \operatorname{dn} u,(\div)$ |
| sn $(u+v) \operatorname{dn}(u-v)$ | $=\operatorname{sn} u \operatorname{dn} u \operatorname{cn} v+\operatorname{sn} v \operatorname{dn} v \operatorname{cn} u,(\div)$ |
| sn $(u-v) \operatorname{dn}(u+v)$ | $=\operatorname{sn} u \operatorname{dn} u \operatorname{cn} v-\operatorname{sn} v \operatorname{dn} v \operatorname{cn} u,(\div)$ |
| cn $(u+v) \operatorname{dn}(u-v)$ | $=\mathrm{cn} u \operatorname{cn} v \operatorname{dn} u \operatorname{dn} v-k^{\prime 2} \operatorname{sn} u \operatorname{sn} v,(\Varangle)$ |
| cn $(u-v) \operatorname{dn}(u+v)$ | $=\operatorname{cn} u \operatorname{cn} v \operatorname{dn} u \operatorname{dn} v+k^{\prime 2} \operatorname{sn} u \operatorname{sn} v,(\div)$ |
| $\sin \{\mathrm{am}(u+v)+\mathrm{am}(u-v)\}$ | $=2 \operatorname{sn} u \operatorname{cn} u \operatorname{dn} v$, |
| $\sin \{\operatorname{am}(u+v)-\mathrm{am}(u-v)\}$ | $=2 \operatorname{sn} v \operatorname{cn} v \mathrm{dn} u$, |
| $\cos \{\mathrm{am}(u+v)+\mathrm{am}(u-v)\}$ | $=\mathrm{cn}^{2} u-\mathrm{sn}^{2} u \mathrm{dn}^{2} v, \quad$ |
| $\cos \{\operatorname{am}(u+v)-\operatorname{am}(u-v)\}$ | $=\mathrm{cn}^{2} v-\mathrm{sn}^{2} v \mathrm{dn}^{2} u, \quad(\div)$ |
| (22) to (33). |  |

The Periods $4 K$, $4 i K^{\prime}$. Art. No. 94.
94. The theory of the periods depends on the equations

$$
\begin{array}{l|l|l}
\operatorname{sn} 0=0, & \operatorname{sn} K=1, & \operatorname{sn}\left(K^{\prime}+i K^{\prime}\right)=\frac{1}{k}, \\
\operatorname{cn} 0=1, & \operatorname{cn} K=0, & \operatorname{cn}\left(K+i K^{\prime}\right)=\frac{-i k^{\prime}}{k}, \\
\operatorname{dn} 0=1, & \operatorname{dn} K=k^{\prime}, & \operatorname{dn}\left(K^{\prime}+i K^{\prime}\right)=0 ;
\end{array}
$$

where $K, K^{\prime}$ are the complete functions $F k, F k^{\prime}$.
To prove these observe that writing

$$
u=\int_{0}^{\xi} \frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
$$

we have $\operatorname{sn} u=\xi, \quad$ cn $u=\sqrt{1-\xi^{2}}, \quad \operatorname{dn} u=\sqrt{1-\hat{h}^{2} \xi^{2}}$,
whence writing $\xi=0$ we have the first triad of formula, and writing $\xi=1$ the sccond triad. For the third triad, writing $\boldsymbol{\xi}=\frac{1}{k}$, we have

$$
\begin{aligned}
u & =\int_{0}^{\frac{1}{k}} \frac{d x}{\sqrt{1-x^{4} \cdot 1-k^{2} \cdot x^{2}}} \\
& =\left(\int_{0}^{1}+\int_{1}^{\frac{1}{k}}\right) \frac{d x}{\sqrt{1-x^{2}} \cdot 1-k^{2} \cdot x^{2}} \\
& =K+\int_{1}^{\frac{1}{2}} \frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} \cdot x^{2}}}
\end{aligned}
$$

and to transform the integral we write $\left(x=1, z=0 ; x=\frac{1}{k}, z=1\right)$,
whence

$$
\begin{aligned}
& x=\frac{1}{\sqrt{1-k^{2} z^{2}}}, \\
& d x=\frac{k^{\prime 2} z d z}{\left(1-k^{\prime 2} z^{2}\right)^{3}}, \\
& \frac{1}{\sqrt{1-x^{2}}}=\frac{i \sqrt{1-k^{\prime 2} z^{2}}}{k^{\prime} z}, \\
& \frac{1}{\sqrt{1-k^{2} x^{2}}}=\frac{\sqrt{1-k^{\prime 2} z^{2}}}{k^{\prime} \sqrt{1-z^{2}}},
\end{aligned}
$$

or multiplying
so that the integral is

$$
i \int_{0}^{1} \frac{d z}{\sqrt{1-z^{2} \cdot 1-k^{\prime 3} z^{i}}},=i K^{\prime \prime} ;
$$

and the value of $u$ is $=K+i K^{\prime}$. Hence writing $u=K+i K^{\prime}$, $\xi=\frac{1}{k}$, and observing that the value of $\sqrt{1-\xi^{2}}$ is

$$
=\frac{k^{\prime} z}{i \sqrt{1-k^{7} z^{2}}}(z=1)
$$

viz, that it is $=\frac{-i k^{\prime}}{k}$, we have the required formulæ

$$
\operatorname{sn}\left(K+i K^{\prime}\right)=\frac{1}{k^{\prime}}, \quad \operatorname{cn}\left(K+i K^{\prime}\right)=\frac{-i k^{\prime}}{k}, \quad \operatorname{dn}\left(K+i K^{\prime}\right)=0
$$

Property arising from the transformation. Art. No. 95.
95. In the foregoing relation between $x$ and $z$, write for a moment $x=\sin \phi, z=\sin \chi$, the differential equation is

$$
\frac{d \phi}{\sqrt{1-k^{x} \sin ^{2} \phi}}=\frac{i d \chi}{\sqrt{1-k^{2} \sin ^{2} \chi}}
$$

whence, assuming $\sin \phi=\operatorname{sn}(v, k), \sin \chi=\operatorname{sn}(u, k)$, this is $d v=i d u$, or we have $v=i u+$ const. But we have simultaneously $x=1, z=0$; and for $x=1, v$ is $=K$, and for $z=0, u$ is $=0$ : hence the constant is $=K$, or we have $v=i u+K$ : consequently $x=\operatorname{sn}(i u+K, k), z=\operatorname{sn}\left(u, k^{\prime}\right)$. Substituting in the integral equations between $x, z$, we have

$$
\begin{aligned}
& \operatorname{sn}(\dot{i} u+K, k)=\frac{1}{\operatorname{dn}\left(u, k^{\prime}\right)} \\
& \operatorname{cn}(\dot{i} u+K, k)=\frac{-\dot{k}^{\prime} \operatorname{sn}\left(u, k^{\prime}\right)}{\operatorname{dn}\left(u, k^{\prime}\right)}, \\
& \operatorname{dn}(\dot{u}+K, k)=\frac{k^{\prime} \operatorname{cn}\left(u, k^{\prime}\right)}{\operatorname{dn}\left(u, k^{\prime}\right)}
\end{aligned}
$$

which arc equivalent to the equations obtained in the next article.

Jacobi's imaginary transformation. Art. No. 96.
96. Write $\sin \phi=i \tan \psi$, whence also $\cos \phi=\frac{1}{\cos \psi}$, and $\sin \psi=-i \tan \phi ;$ consequently $d \phi=\frac{i d \psi}{\cos \psi}$, and

$$
11-\frac{d \phi}{k^{z} \sin ^{2} \phi}=\frac{i d \psi}{\sqrt{1-k^{\prime 2} \sin ^{x} \psi}}
$$

Hence, putting $\sin \phi=\operatorname{sn}(v, k), \operatorname{sn} \psi=\operatorname{sn}\left(u, k^{\prime}\right)$, we have $d v=i d u$, or since $v, u$ vanish together $v=i u$; that is

$$
\sin \phi=\operatorname{sn}(i u, k), \quad \sin \psi=\operatorname{sn}\left(u, k^{\prime}\right) .
$$

The integral relations between $\phi, \psi$ give

$$
\begin{aligned}
& \operatorname{sn}(i u, k)=\frac{i \operatorname{sn}\left(u, k^{\prime}\right)}{\operatorname{cn}\left(u, k^{\prime}\right)}, \\
& \operatorname{cn}(\dot{\imath}, k)=\frac{1}{\operatorname{cn}\left(u, k^{\prime}\right)}, \\
& \operatorname{dn}(i u, k)=\frac{\operatorname{dn}\left(u, k^{\prime}\right)}{\operatorname{cn}\left(u, k^{\prime}\right)} .
\end{aligned}
$$

It may be observed that in this transformation writing $\phi=i u$ we have $\psi=\operatorname{gd} u$. It is to be further obscrved that writing $\sin \psi=y$, and as before $\sin \phi=x$, we have

$$
x=\frac{i y}{\sqrt{1-y^{2}}}=\frac{1}{\sqrt{1-k^{\prime \prime} z^{\prime}}}
$$

that is $\frac{1}{y}=k^{\prime} z$, which exhibits the relation between this and the transformation in the preceding article.

$$
\begin{gathered}
\text { Functions of } u+(0,1,2,3) K+(0,1,2,3) i K^{\prime} . \\
\text { Art. Nos. } 97 \text { to } 99 .
\end{gathered}
$$

97. It is easy from the foregoing values of the $\mathrm{sm}, \mathrm{cm}, \mathrm{du}$ of $K$ and $K+i K^{\prime}$ to ubtain the values given in the following table: for instance we have

$$
\begin{aligned}
\operatorname{sn}(u+K) & =\operatorname{sn} K \operatorname{cn} u \operatorname{dn} u \div 1-k^{2} \operatorname{sn}^{2} K \operatorname{su}^{2} u, \\
& =\operatorname{cn} u \operatorname{dn} u \div \operatorname{dn}^{2} u, \\
& =\operatorname{cn} u \div \operatorname{dn} u ; \\
\operatorname{sn}(u-K) & =-\operatorname{cn} u \div \operatorname{dn} u, \& c .
\end{aligned}
$$

Similarly finding $\operatorname{sn}\left(u+K+i K^{\prime}\right)$, and in the resulting formule substituting $u-K$ for $u$ and reducing, we have sun $\left(u+i K^{\prime}\right)$ : and so in the other cases.

$$
\text { Functions of } u+(0,1,2,3) K+(0,1,2,3) i K^{\prime}
$$

|  | $+0 \mathrm{~K}$ | $+K$ | + 2 K | +3K |
| :---: | :---: | :---: | :---: | :---: |
| + $0 K^{\prime}$ | sn w <br> $\mathrm{cn} u$ <br> dnu | $\begin{array}{r} \operatorname{cn} u(\div) \\ -k^{\prime} \operatorname{sn} u(\div) \\ k^{\prime} \quad(\div) \\ \text { denom. }=\operatorname{dn} u \end{array}$ | $\begin{array}{r} -\mathrm{sn} u \\ -\mathrm{cn} u \\ \operatorname{dn} u \end{array}$ | $\begin{aligned} &-\operatorname{cn} u(\div) \\ & k^{\prime} \operatorname{sn} u(\div) \\ & k^{\prime}(\div) \\ & \text { denom. }=\mathrm{dnn} u \end{aligned}$ |
| $+i R^{\prime}$ | $\begin{array}{r} 1 \quad(\div) \\ -i \operatorname{dnw}(\div) \\ -i k \operatorname{cns}(\div) \\ \text { denom. }=k \text { 名 } u \end{array}$ | $\begin{array}{r} \operatorname{dn} u(\div) \\ -i k^{\prime}(\div) \\ i k k^{\prime \operatorname{sns}}(\div) \\ \text { denom. }=k \text { cn } \end{array}$ | $\begin{array}{cc} -1 & (\div) \\ i \operatorname{dn} u & (\div) \\ -i k \operatorname{cn} u & (\div) \\ \text { denom. } & =k \cdot \operatorname{sn} u \end{array}$ | $\begin{array}{r} -\quad \operatorname{dnu}(\div) \\ i k^{\prime}(\div) \\ i k k^{\prime} \operatorname{sn} u(\div) \\ \text { denom. }=k \operatorname{cn} u \end{array}$ |
| $+2 i K^{\prime \prime}$ | $\begin{array}{r} \mathrm{en} u \\ -\mathrm{cn} u \\ -\mathrm{dn} u \end{array}$ | $\begin{aligned} \operatorname{cn} u(\div) \\ k^{\prime} \operatorname{sn} u(\div) \\ -k^{\prime} \quad(\div) \\ \text { denom. }=\operatorname{dn} u \end{aligned}$ | $\begin{array}{r} -\sin u \\ \operatorname{cn} u \\ -\operatorname{dn} u \end{array}$ | $\begin{array}{ll} -\operatorname{cn} u(\div) \\ -k^{\prime} \operatorname{sn} u(\div) \\ -k^{\prime} & (\div) \\ \text { denom. }=\text { dn } u \end{array}$ |
| $+3 i K^{\prime}$ | $\begin{array}{r} 1(\div) \\ i \operatorname{dn} u(\div) \\ i k \operatorname{cn} u(\div) \\ \text { denom. }=k \operatorname{sn} u \end{array}$ | $\begin{array}{r} \mathrm{dnu}(\div) \\ i k^{\prime} \quad(\div) \\ -i \lambda k^{\prime} \operatorname{sn} u(\div) \\ \text { denom. }=k \operatorname{cn} u \end{array}$ | $\begin{array}{r} -1 \quad(\div) \\ -i \operatorname{dn} u(\div) \\ i k \operatorname{cn} u(\div) \\ \text { denom. }=k \text { snu } \end{array}$ | $\begin{aligned} & -\quad \mathrm{dnu}(\div) \\ & -i k^{\prime} \quad(\div) \\ & -i k k^{\prime} \operatorname{snn}(\div) \\ & \text { denom. }=k \operatorname{cn} u \end{aligned}$ |

where the arrangement hardly requires explanation: the table shows for instance that
where

$$
\begin{align*}
& \operatorname{sn}\left(u+i K^{\prime}\right)=1 \\
& \operatorname{cn}\left(u+i K^{\prime}\right)=-i \operatorname{dn} u \\
& \operatorname{dn}\left(u+i K^{\prime}\right)=-i k \operatorname{cn} u
\end{align*}
$$

it sometimes, as here for $\operatorname{dn}(u+i K)$, happens that there is in the numerator and denominator a common factor $k$, this is of course to be omitted.
98. The table, writing therein $u=0$, gives the values of the functions of $m K+m^{\prime} i K^{\prime}$. In particular, where there is a denominator $k$ sn $u$, the functions become infinite: it is necessary to attend to the ratios of these infinite values, and the convenient course is to write $\frac{1}{k \operatorname{sn} u}=I$, where $I$ is regarded as a definitc infinite value. The table thus gives
iv.] on the elliptic functions an, cd, dn.

$$
\begin{array}{ll}
\text { sn } i K^{\prime}=\quad I, & \operatorname{sn}\left(2 K+i K^{\prime}\right)=-\quad I, \\
\text { cn } i K^{\prime}=-i I, & \operatorname{cn}\left(2 K+i K^{\prime}\right)=i I, \\
\operatorname{dn} i K^{\prime}=-i k,, & \operatorname{dn}\left(2 K+i K^{\prime}\right)=-i K I, \\
\operatorname{sn} 3 i K^{\prime}=\quad I, & \operatorname{sn}\left(2 K+3 i K^{\prime}\right)=-i, \\
\operatorname{cn} 3 i K^{\prime}=i I, & \operatorname{cn}\left(2 K+3 i K^{\prime}\right)=-i I, \\
\operatorname{dn} 3 i K^{\prime}=i K, & \operatorname{dn}\left(2 K^{\prime}+3 i K^{\prime}\right)=i k I .
\end{array}
$$

We may from these reproduce the original formule which involve $u$; thus

$$
\begin{aligned}
\operatorname{sn}\left(u+i K^{\prime}\right) & =\frac{\operatorname{sn} u\left(-k I^{2}\right)+I \operatorname{cn} u \operatorname{dn} u}{1-k^{2} I^{2} \sin ^{2} u}, \\
& =\frac{-k I^{1} \operatorname{sn} u}{-k^{2} I^{2} \operatorname{sn}^{2} u},=\frac{1}{k \operatorname{sn} u},
\end{aligned}
$$

and so in the other cases.
99. The table shows that the functions have $2 K, 2 K^{\prime}$ as half-periods: we in fact deduce

$$
\begin{aligned}
& \text { sn }\left(u+2 m K+2 m^{\prime} i K^{\prime}\right)=(-)^{m} \text { sn } u, \\
& \text { cn ( " } \quad \text { ) }=(-)^{m+w^{\prime}} \operatorname{cn} u \text {, } \\
& \operatorname{dn}(\quad n \quad n \quad)=(-)^{m^{\prime}} \operatorname{dn} u \text {; }
\end{aligned}
$$

whence taking $m, m^{\prime}$ each even it appears that $4 K, 4 K^{\prime}$ are whole periods; viz, that increasing the argument by

$$
4 m K+4 m^{\prime} i K^{\prime},
$$

the functions are severally unaltered.

Duplication. Art. No. 100.
100. Writing $v=u$, we deduce the functions of $2 u$, or say the duplication-formule. We have

$$
\begin{aligned}
& \operatorname{sn} 2 u=2 \operatorname{sn} u \operatorname{cn} u \operatorname{dn} u, \\
& \operatorname{cn} 2 u=\operatorname{cn}^{2} u-\operatorname{sn}^{2} u \operatorname{dn}^{2} u,=1-2 \operatorname{sn}^{2} u+h^{2} \operatorname{sn}^{4} u, \\
& \operatorname{dn} 2 u=\operatorname{dn}^{2} u-k^{2} \operatorname{sn}^{2} u \operatorname{cn}^{2} u,=1-2 k^{2} \operatorname{sn}^{2} u+k^{2} \operatorname{sn}^{4} u,
\end{aligned}
$$

where
denom.

$$
=1-k^{2} \mathrm{sn}^{4} u \text {; }
$$

or if for convenience we write

$$
\begin{aligned}
& \operatorname{sn} u=x, \\
& \operatorname{cn} u=\sqrt{1-x^{2}}, \\
& \operatorname{dn} u=\sqrt{1-h^{3} x^{2}} ;
\end{aligned}
$$

then the formule are

$$
\begin{align*}
& \operatorname{sn} 2 u=2 x \sqrt{1-x^{2}} \sqrt{1-k^{2} x^{2}}, \\
& \operatorname{cn} 2 u=1-2 x^{2}+h^{2} x^{4}, \\
& \operatorname{dn} 2 u=1-2 h^{2} x^{2}+k^{2} x^{4},
\end{align*}
$$

where $\quad$ denom. $=1-k^{3} x^{\prime}$.
It may be added that

$$
\begin{align*}
& 1-\operatorname{cn} 2 u=2 x^{2}\left(1-k^{2} x^{2}\right),=2 \operatorname{sn}^{2} u \mathrm{dn}^{2} u, \\
& 1+\operatorname{cn} 2 u=2\left(1-x^{2}\right),=2 \operatorname{cn}^{2} u \\
& 1-\operatorname{dn} 2 u=2 k^{2} x^{2}\left(1-x^{2}\right),=2 h^{2} \operatorname{sn}^{2} u \operatorname{cn}^{2} u, \\
& 1+\operatorname{dn} 2 u=2\left(1-k^{2} x^{2}\right),=2 \operatorname{dn}^{2} u
\end{align*}
$$

the denominator being as above $1-k^{2} x^{4}$ or $1-k^{2} \operatorname{sn}^{4} u$. And we thence deduce

$$
\begin{align*}
\operatorname{sn}^{2} u & =1-\operatorname{cn} 2 u, \\
\operatorname{cn}^{2} u & =\operatorname{dn} 2 u+\operatorname{cn} 2 u, \\
\operatorname{dn}^{2} u & =k^{\prime 2}+\operatorname{dn} 2 u+h^{2} \operatorname{cn} 2 u,
\end{align*}
$$

where $\quad$ denom. $=1+\mathrm{dn} 2 u$.

Dimidiation. Art. Nos. 101 to 106.
101. In the expressions for the functions of $2 u$, writing $\frac{1}{2} u$ instead of $u$, we have the functions of $u$ expressed in terms of those of $\frac{1}{2} u$, and from these equations can obtain the ex-
Iv.]
pressions of the functions of $\frac{1}{2} u$ in terms of those of $u$. Thus, writing for a moment $x=8 n \frac{1}{2} u$, we have

$$
\begin{align*}
\operatorname{sn} u & =2 x \sqrt{1-x^{4}} \sqrt{1-k^{2} x^{2}},  \tag{+}\\
\operatorname{cn} u & =1-2 x^{3}+k^{3} x^{4}, \\
\operatorname{dn} u & =1-2 k^{3} \cdot x^{4}+k^{3} x^{4}, \\
\text { denom. } & =1-k^{3} x^{4} .
\end{align*}
$$

The last two equations may be written

$$
\begin{aligned}
& (1-\operatorname{cn} u)-2 x^{2}+k^{2}(1+\operatorname{cn} u) x^{4}=0 \\
& (1-\operatorname{dn} u)-2 k^{2} x^{2}+k^{2}(1+\operatorname{dn} u) x^{4}=0
\end{aligned}
$$

 pressed rationally. Obtaining from it the expressions of $\mathrm{cn}^{2} \frac{1}{2} u$ and $\mathrm{dn}^{2} \frac{1}{2} u$, we have

$$
\begin{align*}
\operatorname{sn}^{2} \frac{1}{2} u & =\operatorname{dn} u-\operatorname{cn} u, \\
\operatorname{cn}^{2} \frac{1}{2} u & =k^{\prime 2}(1+\operatorname{cn} u), \\
\operatorname{dn}^{2} \frac{1}{2} u & =k^{\prime \prime}(1+\operatorname{dn} u),  \tag{+}\\
\operatorname{denom.} & =k^{\prime \prime}+\operatorname{dn} u-k^{2} \operatorname{cn} u .
\end{align*}
$$

where
102. But, ante No. 100, it appears that we have also the expressions

$$
\begin{aligned}
& \operatorname{sn}^{2} \frac{1}{2} u=1-\mathrm{cn} u, \\
& \operatorname{cu}^{2} \frac{1}{2} u=\mathrm{dn} u+\mathrm{cn} u, \\
& \operatorname{dn}^{2} \frac{1}{2} u=k^{\prime 2}+\operatorname{dn} u+k^{2} \mathrm{cn} u,
\end{aligned}
$$

where

$$
\text { denom. }=1+\operatorname{dn} u .
$$

In passing to the expressions of $\operatorname{sn} \frac{1}{2} u, \mathrm{cn} \frac{1}{2} u, \mathrm{dn} \frac{1}{2} u$, the radicals must of course be taken with the proper sign.

We deduce the following special formulæ:

|  | $\mathrm{sn}=$ | $\mathrm{cn}=$ | $\mathrm{d} \mathrm{n}=$ |
| :---: | :---: | :---: | :---: |
| ${ }_{3}^{1} K$ | $\frac{1}{\sqrt{1+k}}$ | $\frac{\sqrt{\bar{k}}}{\sqrt{1+k^{\prime}}}$ | $\sqrt{\bar{k}}$ |
| $\}^{K}$ | $\frac{1}{\sqrt{1+k^{\prime}}}$ | $-\frac{\sqrt{\bar{k}}}{\sqrt{1}+k^{\prime}}$ | $\sqrt{k}$ |
| $\chi^{\prime} K^{+}+i K^{\prime}$ | $\frac{1}{\sqrt{1-k}}$ | $-\frac{i \sqrt{k^{\prime}}}{\sqrt{1-k^{\prime}}}$ | $-i \sqrt{k^{\prime}}$ |
| $\frac{1}{1} R+i K^{\prime}$ | $\frac{1}{\sqrt{1-k}}$ | $\left\|\begin{array}{c} i \sqrt{k^{\prime}} \\ -\sqrt{1-k^{\prime}} \end{array}\right\|$ | $i \sqrt{k}$ |
| $1 i K^{\prime}$ | $\frac{i}{\sqrt{k}}$ | $\frac{\sqrt{1+k}}{\sqrt{k}}$ | $\sqrt{1+k}$ |
| $K+\frac{1}{3} i R^{\prime}$ | $\frac{1}{\sqrt{k}}$ | $-\frac{i \sqrt{1-k}}{\sqrt{k}}$ | $\sqrt{1-k}$ |
| $\frac{\square}{\frac{1}{3} i K^{\prime}}$ | $-\frac{i}{\sqrt{k}}$ | $-\frac{\sqrt{1+k}}{\sqrt{k}}$ | $-\sqrt{1+k}$ |
| $K+\frac{3}{3} i R^{\prime}$ | $\frac{1}{\sqrt{k}}$ | $-\frac{i \sqrt{1-k}}{\sqrt{k}}$ | $-\sqrt{1-k}$ |
| $\frac{1}{1} \mathrm{~K}+\frac{1}{i} \mathrm{~K}^{\prime}$ | $\frac{1}{\sqrt{2} \sqrt{k}}\{\sqrt{1+k}+i \sqrt{1-k}\}$ | $-\frac{i-i \sqrt{k}}{\sqrt{2}} \sqrt{\bar{k}}$ | $\frac{\sqrt{k}}{\sqrt{2}}\left\{\sqrt{1+k^{\prime}}-i \sqrt{1-k^{\prime}}\right\}$ |
| $1{ }^{\prime}+1 i K^{\prime}$ | $\frac{1}{\sqrt{2} \sqrt{k}}\{\sqrt{1+k}-i \sqrt{1-k}\}$ | $\left\|-\frac{1+i \sqrt{k}}{\sqrt{2}} \frac{\sqrt{k}}{\sqrt{k}}\right\|$ | $\frac{\sqrt{k}}{\sqrt{2}}\left\{\sqrt{1+k^{\prime}}+i \sqrt{1-k^{\prime}}\right\}$ |
| $1 K^{\prime}+\frac{1}{3} i^{\prime}$ | $\frac{1}{\sqrt{2} \sqrt{k}}\{\sqrt{1+k}-i \sqrt{1-k}\}$ | $-\frac{1+i \sqrt{k}}{\sqrt{2}} \sqrt{\sqrt{k}}$ | $-\frac{\sqrt{k^{\prime}}}{\sqrt{2}}\left\{\sqrt{1+k^{\prime}}+i \sqrt{1-k^{\prime}}\right\}$ |
| ${ }_{8}^{1} K^{\prime}+\frac{3}{2} K^{\prime \prime}$ | $\frac{1}{\sqrt{2} \sqrt{k}}\{\sqrt{1+k}+i \sqrt{1-k}\}$ | $\frac{1-i \sqrt{k}}{\sqrt{2}} \frac{\sqrt{k}}{}$ | $-\frac{\sqrt{k}}{\sqrt{k}}\left\{\sqrt{1+k^{\prime}}-i \sqrt{1-k}\right\}$ |

where for the last set of formulæ we may substitute:

|  | $\mathrm{sn}^{2}=$ | $\mathrm{cn}^{2}=$ | $\mathrm{dn}^{2}=$ |
| :---: | :---: | :---: | :---: |
| $\frac{1}{} K+\frac{1}{2} i K^{\prime \prime}$ | $\frac{1}{k}\left(k+i k^{\prime}\right)$ | $-\frac{i j}{k}$ | $k^{\prime}\left(k^{\prime}-i k\right)$ |
| $1{ }^{1} \mathrm{~K}+\frac{1}{2} \mathrm{~K}^{\prime}$ | $\frac{1}{k}\left(k-i k^{\prime}\right)$ | $\frac{i \mathcal{L}}{k}$ | $k^{\prime}\left(k^{\prime}+i k\right)$ |
| ${ }_{1} K^{\prime}+3 i K^{\prime}$ | $\frac{1}{k}(k-i k)$ | $\frac{i k^{\prime}}{k}$ | $k^{\prime}\left(k^{\prime}+i k\right)$ |
| $3 K^{\prime}+3{ }^{\prime}$ | $\frac{1}{k}\left(k+i{ }^{\prime}\right)$ | $-\frac{i k^{\prime}}{k}$ | $\boldsymbol{K}^{\prime}\left(k^{\prime}-i k\right)$ |

## 103. We find

$$
\begin{aligned}
\operatorname{sn}\left(u+\frac{1}{2} K\right) & =\frac{1}{\sqrt{1+k^{\prime}}} \frac{k^{\prime} \operatorname{sn} u+\operatorname{cn} u \operatorname{dn} u}{1-\left(1-k^{\prime}\right) \sin ^{2} u}, \\
& =\frac{1}{\sqrt{1+k^{\prime}}} \frac{\operatorname{dn} u+(1+k) \operatorname{sn} u \operatorname{cn} u}{\operatorname{cn} u+\operatorname{sn} u \operatorname{dn} u} ; \\
\operatorname{sn}\left(u+\frac{1}{2} i K^{\prime}\right) & =\frac{1}{\sqrt{k}} \quad \frac{(1+k) \operatorname{sn} u+i \operatorname{cn} u \operatorname{dn} u}{1+k \operatorname{sn}^{2} u}, \\
& =\frac{1}{\sqrt{k}} \sqrt{\frac{(1+k) \operatorname{sn} u+i \operatorname{cn} u \operatorname{dn} u}{(1+k) \operatorname{sn} u-i \operatorname{cn} u \operatorname{dn} u} ;}
\end{aligned}
$$

$$
\operatorname{sn}\left(u+\frac{1}{2} K^{\prime}+\frac{1}{2} i K^{\prime}\right)=\sqrt{\frac{k+i k^{\prime}}{k}} \frac{-i k^{\prime} \operatorname{sn} u+\mathrm{cn} u \operatorname{dn} u}{1-k\left(k+i k^{\prime}\right) \mathrm{sn}^{2} u},
$$

$$
=\sqrt{\frac{k+i k^{\prime}}{k}} \frac{\operatorname{cn} u+\left(k-i k^{\prime}\right) \operatorname{sn} u \operatorname{dn} u}{\operatorname{dn}+k \operatorname{sn} u \operatorname{cn} u} ;
$$

where the first cxpressions are those given at once by substitution in the general formula for $\mathrm{sn}(u+v)$.
104. To identify the two expressions of $\operatorname{sn}\left(u+\frac{1}{2} K\right)$, writing for convenience sn $u=x$, observe that in the first expression the denominator is $1-\left(1-k^{\prime}\right) x^{2}$, and multiplying this by $1+(1-k) x^{3}$, the product is $1-2 x^{2}+k^{3} x^{4}$. And in the second expression the denominator is $\sqrt{1-x^{2}}+x \sqrt{1-h^{2}} x^{2}$, which multiplied by $\sqrt{1-x^{2}}-x \sqrt{1-k^{2}} x^{2}$ gives $1-x^{2}-x^{2}\left(1-k^{2} x^{2}\right)$, $=$ same value, $1-2 x^{2}+k^{2} x^{4}$ : reducing in this manner the two expressions to a common denominator, the numerators would be found to be equal. Similarly as regards the two expressions of $\operatorname{sn}\left(u+\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right)$, we have

$$
\left\{1-k\left(k+i k^{\prime}\right) x^{2}\right\}\left\{1-k\left(k-i k^{\prime}\right) x^{2}\right\}=1-2 k^{3} x^{2}+k^{3} x^{4}
$$

and

$$
\begin{aligned}
\left\{\sqrt{1-k^{2} x^{2}}+k x \sqrt{1-x^{3}}\right\} & \left\{\sqrt{1-k^{2} x^{3}}-k x \sqrt{1-x^{2}}\right\} \\
& =1-k^{2} x^{2}-k^{2} x^{8}\left(1-x^{2}\right), \text { samc value. }
\end{aligned}
$$

As regards the two values of $\operatorname{sn}\left(u+\frac{1}{2} i K^{\prime}\right)$, we have

$$
\begin{array}{r}
\left\{(1+k) x+i \sqrt{1-x^{2}} \sqrt{1-k^{2} x^{2}}\right\}\left\{(1+k) x-i \sqrt{1-x^{2}} \sqrt{1-k^{2} x^{2}}\right\} \\
=(1+k)^{2} x^{2}+\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right),=\left(1+k x^{2}\right)^{2},
\end{array}
$$

and the identity is at once established.
105. We deduce without difficulty from the second formulx:

$$
\begin{array}{ll}
\operatorname{sn}^{2}\left(u+\frac{1}{2} K\right) & =\frac{1}{1+k^{\prime}} \frac{\operatorname{dn} u+\left(1+k^{\prime}\right) \operatorname{sn} u \operatorname{cn} u}{\operatorname{dn} u+\left(1-k^{\prime}\right) \operatorname{sn} u \operatorname{cn} u}, \\
\operatorname{sn}^{2}\left(u+\frac{1}{2} i K^{\prime}\right) & =\frac{1}{k} \frac{(1+k) \operatorname{sn} u+i \operatorname{cn} u \operatorname{dn} u}{(1+k) \operatorname{sn} u-i \operatorname{cn} u \operatorname{dn} u}, \\
\operatorname{sn}^{2}\left(u+\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right) & =\frac{k+i k^{\prime}}{k} \frac{\operatorname{cn} u+\left(k-i k^{\prime}\right) \operatorname{sn} u \operatorname{dn} u}{\operatorname{cn} u+\left(k+i k^{\prime}\right) \operatorname{sn} u \operatorname{dn} u} ;
\end{array}
$$

to these may be joined the formulæ obtained by considering $u+\frac{1}{2} K, \& c$. as the halves of $2 u+K$, \&c., see No. 102, viz. we thus have

$$
\begin{array}{ll}
\operatorname{sn}^{2}\left(u+\frac{1}{2} K\right) & =\frac{\operatorname{dn} 2 u+k^{\prime} \operatorname{sn} 2 u}{k^{\prime}+\operatorname{dn} 2 u}, \\
\operatorname{sn}^{2}\left(u+\frac{1}{2} i K^{\prime}\right) & =\frac{1}{k} \frac{k \operatorname{sn} 2 u+i \operatorname{dn} 2 u}{\operatorname{sn} 2 u-i \operatorname{cn} 2 u}, \\
\operatorname{sn}^{2}\left(u+\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right) & =\frac{1}{k} \frac{k \operatorname{cn} 2 u+i k^{\prime}}{\operatorname{cn} 2 u+i k^{\prime} \operatorname{sn} 2 u} .
\end{array}
$$

106. Observe that in the first expression the denominator multiplied by $1-k^{3} x^{4}$ is

$$
\begin{aligned}
& k^{\prime}\left(1-k^{2} x^{4}\right)+1-2 h^{2} x^{2}+k^{2} x^{4}, \\
= & 1+k^{\prime}-2 k^{2} x^{2}+\left(1-k^{\prime}\right) k^{2} x^{4}, \\
= & \left(1+k^{\prime}\right)\left\{1-\left(1-k^{\prime}\right) x^{2}\right\}^{2} .
\end{aligned}
$$

In the second expression, multiplying the numerator and denominator by $\operatorname{sn} 2 u+i \operatorname{cn} 2 u$, the expression becomes an integral function $(\operatorname{sn} 2 u, \operatorname{cn} 2 u, \operatorname{dn} 2 u)^{2}$; having therefore a denominator $\left(1-k^{2} x^{*}\right)^{2},=\left(1+k x^{2}\right)^{2}\left(1-k x^{2}\right)^{2}$.

In the third expression the denominator multiplied by $1-k^{2} x^{4}$ is

$$
\begin{aligned}
& 1-2 x^{2}+k^{2} x^{4}+2 i k^{\prime} x \sqrt{1-x^{2}} \sqrt{1-k^{2} x^{8}}, \\
= & \left\{i k^{\prime} x+\sqrt{1-x^{2}} \sqrt{1-k^{2} x^{2}}\right\}^{2}, \\
= & \left(i k^{\prime} \operatorname{sn} u+\operatorname{cn} u \operatorname{dn} u\right)^{\prime} ;
\end{aligned}
$$

by aid of these remarks the identifications can be easily effected.

Triplication. Art. No. 107.
107. Writing $v=2 u$, and using the duplication-formulæ, we obtain the functions of $3 u$. These are easily found to be

$$
\begin{aligned}
& \operatorname{sn} 3 u=3 x-\left(4+4 k^{7}\right) x^{3}+6 k^{2} x^{3}-k^{4} x^{2}, \\
& \operatorname{cn} 3 u=\left(1-4 x^{2}+6 k^{2} x^{4}-4 k^{4} x^{4}+k^{4} x^{4}\right) \sqrt{1-x^{2},} \\
& \operatorname{dn} 3 u=\left(1-4 k^{2} x^{3}+6 k^{3} x^{4}-4 k^{3} x^{6}+k^{4} x^{4}\right) \sqrt{1-k^{2} x^{2}},
\end{aligned}
$$

where

$$
\text { denom. }=1-6 k^{2} x^{4}+\left(4 k^{3}+4 k^{4}\right) x^{4}-3 k^{4} x^{4}
$$

And we may add

$$
\begin{align*}
& 1-\operatorname{sn} 3 u=(1+x)\left\{1-2 x+2 k^{2} x^{3}-k^{2} x^{4}\right\}^{\prime}, \\
& 1+\operatorname{sn} 3 u=(1-x)\left\{1+2 x-2 k^{2} x^{3}-k^{2} x^{4}\right\}^{4}, \\
& 1-k \operatorname{sn} 3 u=(1+k x)\left\{1-2 k x+2 k x^{3}-k^{2} x^{4}\right\}^{\prime}, \\
& 1+k \operatorname{sn} 3 u=(1-k x)\left\{1+2 k x-2 k x^{4}-k^{2} x^{4}\right\}^{3},
\end{align*}
$$

the denominator as above.
The duplication and triplication formulx possess various properties which are in fact particular cases of those for the multiplication by any even or odd integer $n$ : and it will be convenient to defer the consideration of them until other instances of the formula arc obtained.

Multiplication. Art. Nos. 108 to 116.
108. It has been seen how the functions of $2 u$ and $3 u$ are obtained: to consider the general question of determining the functions of $n u$, suppose $n=p+q$, and imagine that the functions of $p u, q u$ are known. We may write

$$
\begin{aligned}
& \text { sn } p u=A_{r} \quad(\div), \quad \text { sn } q u=A_{i} \quad(\div), \\
& \operatorname{cn} p u=B_{p} \quad(\div), \quad \text { en } q u=B_{q} \quad(\div) \text {, } \\
& \operatorname{dn} p u=C_{p} \quad(\div), \quad \operatorname{dn} q u=C_{q} \quad(\div), \\
& \text { denom, }=D_{p}, \quad \text { denom }=D_{\rho} .
\end{aligned}
$$

The addition-formula give

$$
\begin{aligned}
& \operatorname{sn}(p+q) u=A_{p} D_{p} B_{q} C_{q}+B_{p} C_{p} A_{q} D_{q} \\
& \operatorname{cn}(p+q) u=B_{p} D_{p} B_{q} D_{q}-A_{p} C_{p} A_{q} C_{q} \\
& \operatorname{cn}(\div) \\
& \operatorname{dn}(p+q) u=C_{p} D_{p} C_{q} D_{q}-k^{2} A_{p} B_{p} A_{q} B_{q} \\
& (\div)
\end{aligned}
$$

where

$$
\operatorname{denom} .=D_{p}{ }^{2} D_{q}{ }^{2}-k^{2} A_{p}{ }^{9} A_{q}{ }^{2} ;
$$

and the functions on the right-hand side are consequently proportional to $A_{p+q}, B_{p+q}, C_{p+q}, D_{p+q}$ respectively. We have $A_{1}=x$, $B_{1}=\sqrt{1-x^{2}}, C_{1}=\sqrt{1-k^{2} x^{2}}, D_{1}=1$; and hence writing $p=q=1$, we find four values which have no common divisor, and which may therefore be taken for the values of $A_{2}, B_{2}, C_{2}, D_{2}$ respectively: viz. we thus obtain

$$
\begin{aligned}
& A_{2}=2 x \sqrt{1-x^{2}} \sqrt{1-k^{7} x^{2}} \\
& B_{2}=1-2 x^{0}+k^{2} x^{4} \\
& C_{2}=1-2 k^{2} x^{2}+k^{2} x^{4} \\
& D_{\mathrm{i}}=1-k^{0} x^{4}
\end{aligned}
$$

the foregoing duplication-formulæ. And similarly, writing $p=2, q=1$, we obtain the triplication-formulæ. But at the next step, if we write $p=q=2$ we obtain four values, and if we write $p=3, q=1$ we obtain four other values of higher
degrees; these are of course proportional to the former ones, and they contain a common factor, throwing which out they would coineide with them. And so in general, for a given value of $\overline{p+q}$ the degrees are lowest when $p, q$ are as nearly as possible equal : that is $p+q$ even, when $p=q$, and $p+q$ odd, when $p \sim q=1$ : or what is the same thing, the proper partitionments are $4=2+2,5=2+3,6=3+3$, \&c. Taking the functions thus obtained for the values of $A_{p+\rho}, B_{p+\rho}, C_{p+\rho}$, $D_{\text {sie }}$, we may write

$$
\begin{gathered}
p+q \text { odd } ; p \sim q=1 . \\
A_{p+q}=A_{p} D_{p} B_{q} C_{q}+B_{p} C_{p} A_{q} D_{q}, \\
B_{p+q}=B_{p} D_{p} B_{q} D_{q}-A_{p} C_{p} A_{q} C_{q}, \\
C_{p+q}=C_{p} D_{p} C_{q} D_{q}-k^{2} A_{p} B_{p} A_{q} B_{q}, \\
D_{p+q}=D_{p}^{2} D_{q}^{*}-k^{2} A_{p}^{2} A_{q}^{\prime},
\end{gathered}
$$

$$
p+q \text { even; } p=q
$$

$$
A_{\psi}=2 A_{p} B_{p} C_{p} D_{p}
$$

$$
B_{2 p}=B_{p}^{2} D_{p}^{\prime}-A_{p}^{\prime} C_{p}^{*}
$$

$$
C_{p p}=C_{p}^{2} D_{p}^{2}-k^{2} A_{p}{ }^{2} B_{p}^{2},
$$

$$
D_{n p}=D_{p}^{4} \quad-k^{2} A_{p}^{4} .
$$

109. The calculations for the cases 4 and 5 may be performed without diffieulty: but for 6 and 7 they become very laborious: the results have however been calculated by Baehr, Grunert's Archiv xxxvi. (1861), pp. 125-176, and for eonvenience of reference I reproduce them here, partially verifying them as afterwards mentioned. The whole series of formule for the cases $n=2,3,4,5,6,7$ are as follows :

| $\begin{gathered} \operatorname{sn} 2 u= \\ x \sqrt{1-x^{2}} \sqrt{1-i^{2} x^{2}} \\ \text { into } \end{gathered}$ | cn $2 u=$ | dn2 $2=$ | denom. $=$ | $\begin{gathered} 1-\operatorname{cn} 2 u \\ =1-l^{3} x^{2} \\ \text { into } \end{gathered}$ | $\begin{gathered} 1+\operatorname{cn} 2 t \\ =1-x^{9} \\ \text { into } \end{gathered}$ | $\begin{gathered} 1-\operatorname{dn} 2 n \\ =1-x^{2} \\ \text { into } \end{gathered}$ | $\begin{gathered} 1+d n 2 x \\ =1-l^{3} x^{2} \\ \text { into } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $\begin{gathered} 1 \\ -2 x^{2} \\ +k^{2} x^{4} \end{gathered}$ | $\begin{gathered} 1 \\ -2 x^{2} x^{2} \\ +k^{2} x^{4} \end{gathered}$ | $\begin{gathered} 1 \\ -k^{t} x^{4} \end{gathered}$ | $2 x^{4}$ | 2 | $2 k^{2} x^{3}$ | 2 |
| $(\div)$ | ( $\div$ | ( $\div$ ) | - | ( $\div$ | ( $\div$ | ( $\div$ ) | ( $\div$ |



| $\left\|\begin{array}{c} \operatorname{sn} 4 u= \\ x \sqrt{1-x^{2}} \sqrt{1-k^{4} x^{2}} \\ \text { into } \end{array}\right\|$ | cn $4 u=$ | dn $4 u=$ | denom. $=$ |
| :---: | :---: | :---: | :---: |
| 4 | 1 | 1 | 1 |
| $-\left(8+84^{3}\right) x^{4}$ | $-8 \quad x^{2}$ | $-8 x^{3} \quad x^{3}$ | 0 |
| $+20 x^{3} \quad x^{4}$ | $+\left(8+20 k^{2}\right) \quad x^{4}$ | $+\left(20 k^{2}+8 k^{-4}\right) x^{4}$ | $-20 k^{2} \quad x^{4}$ |
| 0 | $-\left(24 k^{2}+32 k^{4}\right) x^{5}$ | $-\left(32 k^{3}+24 k^{4}\right) x^{5}$ | $+\left(32 k^{3}+32 k^{4}\right) \quad x^{4}$ |
| $-20 k^{4} \quad x^{8}$ | $+\left(54 k^{4}+16 k^{5}\right) x^{8}$ | $+\left(16 x^{2}+54 x^{4}\right) x^{8}$ | $-\left(16 k^{3}+58 k^{4}+16 k^{5}\right) x^{8}$ |
| $+\left(8 k^{4}+8 k^{6}\right) x^{10}$ | $-\left(24 k^{4}+32 k^{4}\right) x^{10}$ | $-\left(32 k^{4}+24 k^{5}\right) x^{10}$ | $+\left(32 k^{-4}+32 k^{5}\right) \quad x^{10}$ |
| $-4 k^{4} \quad x^{32}$ | $+\left(8 k^{4}+20 k^{5}\right) x^{12}$ | $+\left(20 k^{4}+8 k^{2}\right) x^{12}$ | - 20k ${ }^{4} \quad x^{13}$ |
|  | - $8 l^{\text {d }}$ | $-8 k^{3} \quad x^{14}$ | 0 |
|  | $+k^{8} \quad x^{16}$ | $+l^{8} \quad x^{16}$ | $+k^{8} \quad x^{16}$ |

IV.] ON THE ELLIPTIC FUNCTIONS sn , en, dn.

| $x^{0}$ | 5 | 1 | 1. |
| :---: | :---: | :---: | :---: |
| $x^{2}$ | $-\left(20+20 u^{5}\right)$ | - 12 | - $12 k^{2}$ |
| $x^{6}$ | $+16+94 k^{2}+16 k^{4}$ | $+16+50 k^{2}$ | $+50 k^{5}+16 k^{4}$ |
| $x^{4}$ | $-\left(80 k^{9}+80 k^{4}\right)$ | $-80 k^{4}-140 k^{4}$ | $-140 k^{2}-80 k^{4}$ |
| $x^{4}$ | $-105 k^{4}$ | $+835 k^{4}+160 k^{2}$ | $+160 k^{2}+335 k^{4}$ |
| $x^{10}$ | $+360 k^{4}+360 k^{5}$ | $-264 k^{4}-464 x^{3}-64 x^{3}$ | $-64 k^{3}-464 k^{4}-264 k^{4}$ |
| $x^{12}$ | $-\left(240 k^{4}+780 k^{6}+240 k^{5}\right)$ | $+208 k^{4}+508 x^{4}+208 k^{s}$ | $+208 k^{4}+508 k^{6}+208 k^{8}$ |
| $x^{14}$ | $+64 k^{4}+560 k^{5}+560 k^{s}+64 k^{10}$ | - $64 k^{4}-46+4 k^{3}-26.4{ }^{s}$ | $-264 k^{3}-464 k^{4}-64 k^{10}$ |
| $x^{16}$ | $-\left(160 k^{s}+445 k^{s}+160 k^{19}\right)$ | $+160 k^{5}+335 k^{8}$ | $+335 k^{8}+160 k^{10}$ |
| $x^{18}$ | $+140 k^{8}+140 k^{10}$ | $-140 k^{s}-80 k^{10}$ | $-80 k^{s}-140 k^{10}$ |
| $x^{90}$ | - $50 k^{10}$ | $+50 k^{10}+16 k^{19}$ | $+16 k^{8}+50 k^{10}$ |
| $x^{33}$ | 0 | - $12 k^{13}$ | - $12 k^{10}$ |
| $x^{* 4}$ | $+k^{18}$ | + $\boldsymbol{k}^{19}$ | + ${ }^{17}$ |

$1-k \operatorname{sn} 5 u=(1-x)$ into $\quad 1-k \operatorname{sn} 5 u=(1-k x)$ into
equare of
square of
Denom. $=$

| $x^{0} 1$ | 1 | 1 |
| :---: | :---: | :---: |
| $x^{1}-2$ | $-2 k$ | 0 |
| $x^{3}-4$ | - $4 k^{\text {a }}$ | - $50{ }^{3}$ |
| $x^{3}+10 k^{4}$ | +10k | $+140 k^{2}+140 k^{4}$ |
| $x^{4}+5 k^{3}$ | $+5 k^{3}$ | $-\left(160 k^{2}+445 k^{4}+160 k^{2}\right)$ |
| $x^{5}-12 k^{4}-8 k^{4}$ | - $8 k-12 k^{3}$ | $+64 k^{3}+560 k^{4}+560 k^{5}+64 k^{3}$ |
| $x^{6}+4 k^{3}-4 k^{4}$ | $-4 k^{2}+4 k^{4}$ | $-\left(240 k^{5}+780 k^{s}+240 k^{8}\right)$ |
| $x^{7}+8 k^{3}+12 k^{4}$ | $+12 k^{3}+8 k^{5}$ | $+360 k^{4}+360 k^{s}$ |
| $x^{8}-5 k^{4}$ | - $5 k^{4}$ | - $105 k^{\text {a }}$ |
| $x^{9}-10 k^{4}$ | $-10 k^{3}$ | $-\left(80 k^{8}+80 k^{10}\right)$ |
| $x^{10}+4 k^{5}$ | $+4 k^{4}$ | $+16 k^{3}+94 k^{10}+16 k^{3}$ |
| $x^{11}+2 k^{4}$ | $+2 k^{3}$ | $-\left(20 k^{10}+20 k^{12}\right)$ |
| $x^{13}-k^{3}$ | - $k^{n}$ | + $5 \mathrm{k}^{32}$ |

In the Tables which follow, some obvious abbreviations are made use of. Thus we must read in the table for $\operatorname{sn} 6 u$

$$
6+\left(-32-32 k^{2}\right) x^{2}+\left(32+208 k^{2}+32 k^{4}\right) x^{4}-\& \mathrm{c} .
$$

and in that for $\operatorname{sn} 7 u$,

$$
7+\left(-56-56 k^{2}\right) x^{2}+\left(112+532 k^{2}+112 k^{4}\right) x^{4}-\& c .
$$

the numerical coefficients in this last case being printed to the middle term only, -56 : for ( $-56-56$ ), and $+112(+532)$ for $(+112+532+112)$, the expressions being symmetrical as here shown. The numerical coefficients of denom. $7 u$ are in a reverse order the same as for $\operatorname{sn} 7 u$, and those of $\operatorname{dn} 7 u$ the same as for cn $7 u$, but in a reverse order, as is sufficiently indicated in the tables.
c.
$\operatorname{sn} 6 u=x \sqrt{1-x^{2}} \sqrt{1-k^{3} x^{2}}$

|  | into | Denom. $=$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $x^{0}$ | 6 | 1 | 1 | $1 \sim$ |
| $x^{8}$ | - 32- 32 | 1, $k^{3}$ | 0 |  |
| $x^{4}$ | + 32+ $208+32$ | 1, $k^{ \pm}, k^{4}$ | - 105 | $k^{2}$ |
| $x^{8}$ | - 224-224 | $L^{4}, k^{4}$ | $+448+448$ | $k^{4}, k^{4}$ |
| $x^{8}$ | - 728 | $k+$ | - 864-2173-864. | $k^{*}, k^{-4}, k^{4}$ |
| $\boldsymbol{x}^{10}$ | $+2912+2912$ | $k^{4}, k^{4}$ | $+768+4608+4608+768$ | $k^{s}, k^{4}, k^{s}, k^{8}$ |
| $x^{19}$ | -3360-9296-3360 | $k^{4}, k^{6}, k^{s}$ | - 256-4384-10740-4384-256 | $k^{2}, k^{4}, k^{4}, k^{8}, k^{10}$ |
| $\boldsymbol{x}^{14}$ | $+2048+11680+11680+2048$ | $k^{4}, k^{6}, k^{8}, k^{19}$ | $+1536+10944+10944+1536$ | $k^{4}, k^{4}, k^{6}, k^{10}$ |
| $x^{18}$ | - 512-7680-16220-7680-512 | $k^{4}, k^{6}, k^{s}, k^{10}, k^{12}$ | -4032-9954-4032 | $k^{-4}, k^{4}, k^{s}$ |
| $\boldsymbol{x}^{19}$ | $+2048+11680+11680+2048$ | $k^{4}, k^{8}, k^{10}, k^{12}$ | 0 |  |
| $x^{90}$ | -3360-9296-3360 | $k^{8}, k^{10}, k^{19}$ | +4032+9954+4032 | $k^{4}, k^{s}, k^{10}$ |
| $x^{31}$ | $+2912+2912$ | $k^{10}, k^{13}$ | -1536-10944-10944-1536 | $k^{8}, k^{10}, k^{19}, k^{14}$ |
| $x^{44}$ | - 728 | $4^{19}$ | $+256+4384+10740+4384+256$ | $k^{4}, k^{19}, k^{19}, k^{44}, k^{16}$ |
| $\mathrm{x}^{28}$ | - 224- 224 | $k^{12}, k^{14}$ | - 768-4608-4608-768 | $k^{19}, k^{12}, k^{14}, k^{16}$ |
| $\boldsymbol{x}^{\text {ma }}$ | $+32+208+32$ | $k^{19}, k^{14}, k^{16}$ | $+864+2172+864$ | $k^{31}, l^{14}, k^{16}$ |
| $2^{30}$ | - 32- 32 | $k^{14}, k^{16}$ | - 448-448 | $k^{14}, k^{16}$ |
| $x^{37}$ | $+6$ | $\mathrm{l}^{16}$ | + 105 | $\mathrm{l}^{16}$ |
| $x^{34}$ |  |  | 0 |  |
| $x^{36}$ | . |  | - 1 | $\mathbf{k}^{18}$ |


| $x^{0}$ | 1 | 1 | 1 | 1 |
| :---: | :---: | :---: | :---: | :---: |
| $x^{9}$ | - 18 | 1 | - 18 | ${ }^{4}$ |
| $x^{4}$ | + $48+105$ | 1, $k^{3}$ | $+105+48$ | $k^{3}, k^{4}$ |
| $x^{8}$ | - 32-396-448 | 1, $k^{4}, k^{4}$ | 448-336-32 | $k^{4}, k^{4}, k^{4}$ |
| $x^{3}$ | $+240+1956+864$ | $k^{3}, k^{4}, k^{4}$ | $+864+1956+240$ | $k^{s}, k^{4}, k^{4}$ |
| $x^{10}$ | -3384-4416-768 | $k^{4}, k^{s}, k^{s}$ | - 768-4416-3984 | $k^{4}, k^{4}, k^{4}$ |
| $x^{13}$ | $+4368+9620+4320+256$ | $k^{4}, k^{4}, k^{s}, k^{10}$ | $+256+4320+9620+4368$ | $k^{4}, k^{4}, k^{4}, k^{4}$ |
| $x^{14}$ | -4320-15408-10560-1536 | $k^{4}, k^{n}, k^{n}, k^{10}$ | - 1536-10560-15408-4320 | $k^{4}, k^{n}, k^{n}, k^{10}$ |
| $\boldsymbol{x}^{10}$ | $+2304+16848+20574+4032$ | $k^{4}, k^{4}, k^{\dagger}, k^{10}$ | $+4032+20574+16848+2304$ | $k^{4}, k^{8,}, k^{10}, k^{31}$ |
| $\boldsymbol{x}^{18}$ | - 512-9728-26220-12160 | $k^{4}, k^{e}, k^{n}, k^{10}$ | -12160-26220-9728-512 | $k^{3}, k^{10}, k^{19}, k^{4}$ |
| $x^{20}$ | $+2304+16848+20574+4032$ | $k^{5}, k^{n}, k^{10}, k^{19}$ | $+4032+20574+16848+2304$ | $k^{5}, k^{10}, k^{19}, k^{44}$ |
| $\mathrm{x}^{\text {n }}$ | -4820-15408-10560-1536 | $k^{8}, k^{10}, k^{19}, k^{14}$ | - 1536-10560-15408-4320 | $k^{5}, k^{10}, k^{12}, k^{14}$ |
| $x^{24}$ | $+4368+9620+4320+256$ | $k^{10}, k^{12}, k^{14}, k^{10}$ | $+256+4320+9620+4368$ | $k^{5}, k^{10}, k^{19}, k^{14}$ |
| $\boldsymbol{x}^{96}$ | -3884-4416-768 | $k^{19}, k^{14}, k^{10}$ | - 768-4416-9384 | $k^{10}, k^{19}, k^{14}$ |
| $x^{98}$ | $+240+1956+864$ | $k^{18}, k^{14}, k^{16}$ | + 864 + 1956+ 240 | ${ }^{19}, k^{44}, k^{19}$ |
| $x^{30}$ | - 32-336- 448 | $k^{12}, k^{14}, k^{16}$ | - 448-336-32 | $k^{14}, k^{16}, k^{18}$ |
| $x^{19}$ | $+48+105$ | $k^{14}, k^{16}$ | + 105 + 48 | $k^{10}, k^{18}$ |
| $x^{34}$ | - 18 | ${ }^{10}$ | 18 | ${ }^{18}$ |
| $x^{30}$ |  | $k^{18}$ | + | $k^{18}$ |


en $7 u=\sqrt{1-x^{4}}$ into

| $x^{0}$ | 1 | 1 | 1 | 1 |
| :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{x}^{3}$ | - 24 | 1 | - 24 | $k^{*}$ |
| ${ }^{4}$ | $+80+196$ | 1, $k^{3}$ | $+196+80$ | $k^{2}, k^{4}$ |
| $x^{6}$ | 64-784-1176 | 1, $k^{s}, k^{4}$ | -1176-784-64 | $k^{4}, k^{4}, k^{s}$ |
| $x^{8}$ | $+672+6594+8360$ | $k^{4}, k^{+}, k^{4}$ | ... | $k^{+0}, k^{4}, k^{8}$ |
| $x^{10}$ | - 15288-22288-4928 | $k^{4}, k^{s}, k^{s}$ |  | $k^{4}, k^{4}, k^{4}$ |
| $x^{19}$ | $+29120+65716+36176+3584$ | $k^{4}, k^{n}, k^{4}, k^{40}$ |  | $k^{s}, k^{4}, k^{4}, k^{4}$ |
| $x^{14}$ | - 43520-153280-120120-28160-1024 | $k^{4}, k^{4}, k^{8,}, k^{19}, k^{12}$ |  | $k^{2}, k^{4}, k^{4}, k^{3}, k^{10}$ |
| $x^{19}$ | $+39168+252416+334831+100608+8448$ | $k^{4}, k^{5}, k^{5}, k^{19}, k^{19}$ |  | $k^{4}, k^{3}, k^{s}, k^{30}, k^{12}$ |
| $x^{18}$ | - 19456-245248-630448-380608-31744 | $k^{-1}, k^{4}, k^{3,}, k^{10}, k^{13}$ | $\ldots$ | $k^{4}, k^{4}, k^{10}, k^{13}, k^{14}$ |
| $x^{20}$ | $+4096+129336+674016+883336+270272$ | $k^{4}, k^{4}, k^{8}, k^{19}, k^{12}$ | ... | $k^{5}, k^{14}, k^{31}, k^{14}, k^{31}$ |
| $x^{13}$ | - 28672-382592-1069152-850864-164864 | $k^{4}, k^{4}, k^{19}, k^{12}, k^{14}$ | ... | $k^{8}, k^{14}, k^{13}, k^{14}, k^{19}$ |
| $x^{44}$ | $+89600+660800+1203356+660800+89600$ | $k^{4}, k^{19}, k^{12}, k^{14}, k^{13}$ |  | $k^{4}, k^{19}, k^{32}, k^{14}, k^{34}$ |
| $x^{26}$ | -164864-850864-1069152-382592-28672 | $k^{10}, k^{13}, k^{14}, k^{19}, k^{18}$ |  | $k^{4}, k^{19}, k^{12}, k^{14}, k^{13}$ |
| $x^{28}$ | $+270272+883336+674016+129536+4096$ | $k^{19}, k^{14}, k^{14}, k^{16}, k^{30}$ | ... | $k^{8}, k^{10}, k^{12}, k^{14}, k^{13}$ |
| $\boldsymbol{x}^{10}$ | - 31744-380608-630448-245248-19456 | $k^{13}, k^{14}, k^{19}, k^{33}, k^{30}$ |  | $k^{39}, k^{39}, k^{14}, k^{36}, k^{19}$ |
| $x^{31}$ | $+8418+100608+331831+252416+39168$ | $k^{19}, k^{14}, k^{16}, k^{15}, k^{30}$ |  | $k^{13}, k^{14}, k^{13}, k^{19}, k^{50}$ |
| $x^{24}$ | - 1024-28160-120120-153280-43520 | $k^{13}, k^{44}, k^{16}, k^{15}, k^{30}$ | ... | $k^{14}, k^{33}, k^{13}, k^{39}, k^{17}$ |
| $\chi^{26}$ | $+8584+36176+65716+29120$ | $k^{14}, k^{14}, k^{18}, k^{80}$ |  | $k^{14}, k^{19}, k^{30}, k^{39}$ |
| $x^{36}$ | - 4928-22288-15288 | $k^{13}, k^{16}, k^{19}$ |  | $k^{18}, k^{30}, k^{33}$ |
| $x^{40}$ | $+8360+6594+672$ | $k^{19}, k^{\text {m0 }}, k^{38}$ |  | $k^{14}, l^{90}, k^{39}$ |
| $x^{19}$ | - 1176-784- 64 | $k^{50}, k^{59}, k^{46}$ | $-64-784-1176$ | $k^{13}, k^{30}, k^{39}$ |
| $x^{4}$ | $+196+80$ | $k^{32}, k^{34}$ | $80+196$ | $k^{30}, k^{32}$ |
| $x^{46}$ | - 24 | ${ }^{\text {4, }}$ | -24 | ${ }^{39}$ |
| $x^{40}$ | $+$ | $\mathbf{k}^{\text {24, }}$ | $+$ | $h^{34}$ |

$\mathrm{dn} 7 u=\sqrt{1-k^{1} x^{1}}$ into
$1-\sin 7 u=(1+x)$ into square of $1-k \operatorname{sn} 7 u=(1+k x)$ into square of

| $x^{0}$ | 1 | 1 | 1 | 1 |
| :---: | :---: | :---: | :---: | :---: |
| $x^{1}$ | - 4 | 1 | $-4$ | 2 |
| $x^{4}$ | - 4 | 1 | $-4$ | ${ }^{\prime \prime}$ |
| $x^{1}$ | $+8+28$ | 1, $k^{2}$ | + $28+8$ | li, $k^{3}$ |
| $x^{4}$ | - 14 | $k^{3}$ | - 14 | $k^{2}$ |
| $x^{5}$ | -84-56 | $k^{2}, k^{4}$ | - $56-84$ | $k, k^{3}$ |
| $x^{8}$ | $+112+28$ | $k^{*}, k^{-4}$ | + $28+112$ | $k^{2}, k^{4}$ |
| $x^{7}$ | $+64+204+32$ | $k^{\text {a }}, k^{4}, k^{4}$ | $+32+204+64$ | $k, k^{3}, k^{5}$ |
| $x^{*}$ | -144-305-16 | $k^{5}, k^{-4}, k^{4}$ | - 16-305-144 | $k^{3}, k^{4}, k^{4}$ |
| $x^{9}$ | - 32-200-128 | $k^{3}, k^{4}, k^{4}$ | -128-200-32 | $k^{3}, k^{4}, k^{\prime}$ |
| $x^{10}$ | $+64+456+368$ | $k^{4}, k^{4}, k^{4}$ | $+368+456+64$ | $k^{4}, k^{s}, k^{n}$ |
| $x^{11}$ | $+112+56$ | $k^{4}, k^{4}$ | $+56+112$ | $k^{s}, k^{7}$ |
| $\mathrm{x}^{18}$ | -224-644-224 | $k^{4}, k^{6}, k^{s}$ | -224-644-224 | $k^{4}, k^{4}, k^{n}$ |
| $x^{13}$ | $+56+112$ | $k^{4}, k^{s}$ | $+112+56$ | $k^{4}, l^{*}$ |
| $x^{14}$ | $+368+456+64$ | $k^{4}, k^{5}, k^{10}$ | $+64+456+368$ | $k^{-4}, k^{n}, k^{s}$ |
| $x^{15}$ | -128-200-32 | $k^{s}, k^{s}, k^{10}$ | - 32-200-128 | $k^{5}, k^{7}, k^{4}$ |
| $x^{10}$ | - 16-305-144 | $k^{s}, k^{s,}, k^{10}$ | -144-305-16 | $k^{6}, k^{s}, k^{19}$ |
| $x^{17}$ | $+32+204+64$ | $k^{4}, k^{s}, k^{10}$ | $+64+204+32$ | $k^{7}, k^{0}, k^{11}$ |
| $x^{19}$ | $+28+112$ | $k^{s}, k^{10}$ | $+112+28$ | $k^{4}, k^{10}$ |
| $x^{19}$ | - 56-81 | $L^{*}, L^{10}$ | - 84-56 | $k^{4}, k^{11}$ |
| $x^{+0}$ | - 14 | ${ }^{19}$ | - 14 | $\mathbf{l}^{10}$ |
| $x^{\text {a }}$ | $+28+8$ | $k^{10}, k^{18}$ | $+8+28$ | $k^{9}, k^{41}$ |
| ${ }^{+}$ | - 4 | ${ }^{13}$ | - 4 | $\mathrm{k}^{10}$ |
| $x^{23}$ | - 4 | ${ }^{12}$ | - 4 | ${ }^{31}$ |
| $x^{44}$ | $+1$ | $k^{12}$ | + 1 | $k^{13}$ |

( $\div$ ) denom, ut suprà.
$(\div)$ denom, ut supri.
110. It will be observed that the forms are essentially different according as $n$ is odd or even.

When $n$ is odd, the numerators and denominators, say $A(x)$, $B(x), C(x)$ and $D(x)$, are of the forms

$$
\begin{aligned}
& x\left(1, x^{2}\right)^{\frac{\left(n^{2}-1\right)}{}} \\
& \left(1, x^{2}\right)^{\left\{\left(n^{2}-1\right)\right.} \sqrt{1-x^{2}} \\
& \left(1, x^{2}\right)^{\left.\frac{1(n 2}{}-1\right)} \sqrt{1-k^{2} x^{2}} \\
& \left(1, x^{2}\right)^{\frac{3}{4}\left(n^{2}-1\right)}
\end{aligned}
$$

viz., the degrees are $n^{2}, n^{2}, n^{2}, n^{2}-1$.
iv.] on the elliptic functions sn, en, dn.

But, $n$ even, the forms are

$$
\begin{aligned}
& x\left(1, x^{2}\right)^{\left.\frac{1}{(n} n^{2}-4\right)} \sqrt{1-x^{3}} \sqrt{1-k^{2} x^{2}} \\
& \left(1, x^{2}\right)^{\frac{1}{n} n^{2}} \\
& \left(1, x^{2}\right)^{\frac{1 n}{2}} \\
& \left(1, x^{\frac{1}{2}}\right)^{\frac{1}{n}}
\end{aligned}
$$

viz., the degrees are $n^{2}-1, n^{2}, n^{2}, n^{2}$.
The rational functions $\left(1, x^{2}\right)$ presenting themselves in the foregoing forms may be called $A^{\prime}(x), B^{\prime}(x), C^{\prime}(x), D^{\prime}(x)$ : the degrees in $x^{2}$ are $\frac{1}{2}\left(n^{2}-1\right), \frac{1}{2}\left(n^{2}-1\right), \frac{1}{2}\left(n^{2}-1\right), \frac{1}{2}\left(n^{2}-1\right)$ or $\frac{1}{2}\left(n^{2}-4\right), \frac{1}{2} n^{2}, \frac{1}{2} n^{2}, \frac{1}{2} n^{2}$ according as $n$ is odd or even.
111. Whether $n$ is odd or even, if we change $k$ into $\frac{1}{k}$ and $x$ into $k x$, the functions $A^{\prime}, D^{\prime}$ each remain unaltered, while the functions $B^{\prime}, C^{\prime}$ are interchanged: thus
$n=2, \quad A^{\prime}$ becomes $=2$

$$
\begin{aligned}
& B^{\prime} \quad n \quad=1-2 k^{2} x^{2}+\frac{1}{k^{2}} k^{4} x^{4}, \\
& C^{\prime} \quad n \quad=1-\frac{2}{k^{2}} k^{2} x^{2}+\frac{1}{k^{2}} h^{4} x^{4}, \\
& D^{\prime} \quad n \quad=1 \quad-\frac{1}{k^{2}} h^{4} x^{4} . \\
& n=3, \quad A^{\prime} \quad n \quad=3-\left(4+\frac{4}{k^{2}}\right) k x^{2}+\frac{6}{k^{2}} k^{4} x^{4}-\frac{1}{k^{4}} k^{2} x^{3},
\end{aligned}
$$

$\& c$.
And the same is the case with the functions $A, B, C, D$, except that $A$ is changed into $k A$.
112. But there is another change, $x$ intn $\frac{1}{k x}$, the effect of which is different according as $n$ is ord or even.

If $n$ be odd, then disregarding a monomial factor $k^{-n} x^{\beta}$, the change $x$ into $\frac{1}{k x}$ interchanges $A^{\prime}, D^{\prime}$ and also interchanges $B^{\prime}, C^{\prime}$ : thus.
$n=3, A^{\prime}$ becomes $3-\left(4+4 k^{2}\right) \frac{1}{k^{3} x^{2}}+6 k^{2} \frac{1}{k^{4} x^{4}}-k^{4} \frac{1}{k^{4} x^{4}}$,

$$
\begin{aligned}
& =-\frac{1}{k^{4} x^{0}}\left(1-6 k^{2} x^{4}+\left(4 k^{2}+4 k^{4}\right) x^{0}-3 k^{4} x^{0}\right) \text {; } \\
& B^{\prime} \quad " \quad 1-\frac{4}{k^{2} x^{4}}+6 k^{2} \frac{1}{k^{4} x^{4}}-4 k^{4} k_{k^{n} x^{6}}^{1}+k^{4} \frac{1}{k^{8} x^{6}} \text {, } \\
& =\frac{1}{k^{4} x^{4}}\left(1-4 k^{3} x^{2}+6 k^{4} x^{4}-4 k^{4} x^{4}+k^{4} x^{4}\right) \text {; } \\
& C^{\prime} \quad " \quad 1-4 k^{2} \frac{1}{k^{2} x^{2}}+6 k^{2} \frac{1}{k^{4} x^{4}}-4 k^{2} \frac{1}{k^{4} x^{6}}+k^{0} \frac{1}{k^{4} x^{4}} \text {, } \\
& =\frac{1}{k^{2} x^{2}}\left(1-4 x^{2}+6 k^{2} x^{4}-4 k^{4} x^{8}+k^{4} x^{0}\right) \text {; } \\
& D^{\prime} \quad \text { " } \quad 1-6 k^{2} \frac{1}{k^{4} x^{6}}+\left(4 k^{2}+4 k^{0} \frac{1}{k^{6} \cdot x^{6}}-3 k^{4} \frac{1}{k^{6} x^{4}}\right. \text {, } \\
& =-\frac{1}{k^{4} x^{6}}\left(3-\left(4+4 k^{2}\right) x^{2}+6 k^{2} x^{4}-k^{4} x^{4}\right) .
\end{aligned}
$$

If passing to the functions $A, D$ we write down the general formula, this is

$$
\begin{aligned}
& D(x)=(-)^{k(n-1)} k^{b\left(n^{2}+1\right)} x^{n^{2}} A\left(\frac{1}{k x}\right), \text { implying } \\
& D\binom{1}{k x}=(-)^{k(n-1)} k^{-k\left(n^{2}-1\right)} x^{-n t} A(x) ;
\end{aligned}
$$

and we thence deduce

$$
D(x) D\left(\frac{1}{k x}\right)=k A(x) A\left(\frac{1}{k x}\right),
$$

that is $\quad A\left(\frac{1}{k x}\right) \div D\left(\frac{1}{k x}\right)=1 \div\{k A(x) \div D(x)\}$,
viz. the change of $x$ into $\frac{1}{k x}$ changes sn $n u$ into $\frac{1}{k \sin n u}$ : and making this change in cn $n u$ and dn $n u$ considered as functions of $\mathrm{sn} n u$ ( $=\sqrt{1-\mathrm{sn}^{2} n u}$ and $\sqrt{1-k^{2} \mathrm{sn}^{2} n u}$ respectively) it is obvious that the effect must be to interchange the numerators of these functions, that is, the functions $B$ and $C$ or $B^{\prime}$ and $C^{\prime}$ as above.
113. If $n$ be even, the effect, to a factor press, is to leave the four functions unaltered; thus $n=2$,

$$
\begin{aligned}
& A^{\prime} \text { becomes }=2, \\
& B^{\prime} \quad \prime \quad 1-2 \frac{1}{k^{2} x^{2}}+k^{2} \frac{1}{k^{4} x^{4}},=\frac{1}{k^{2} x^{4}}\left(1-2 x^{2}+k^{2} x^{4}\right), \\
& C^{\prime \prime} \quad, \quad 1-2 k^{2} \frac{1}{k^{2} x^{4}}+k^{3} \frac{1}{k^{4} x^{4}}, \\
& =\frac{1}{k^{4} x^{4}}\left(1-2 k^{2} x^{2}+k^{2} x^{4}\right), \\
& D^{\prime} \quad, \quad 1-k^{2} \frac{1}{k^{4} x^{4}} \quad,=-\frac{1}{k^{4} x^{4}}\left(1-k^{2} x^{4}\right) .
\end{aligned}
$$

Hence, $n$ being even, we cannot in either of the above ways effect an interchange of the functions $A, D$ so as to derive one of them from the other, and it is in fact clear that they are essentially different functions. It is to be observed that $A^{\prime}$ is always a composite function, viz writing $n=2 p$ we have

$$
A_{n}=2 A_{p} B_{p} C_{p} D_{p}
$$

which is a product of rational functions into $\sqrt{1-x^{2}} \sqrt{1-k^{2} x^{2}}$ : the numerator-function $A^{\prime}(x)$ in the above values of sn $4 u$ and sn $6 u$ might therefore be expressed as a product of lower integral functions of $x^{2}$ : in particular $n=4$, we have $A(x)$ $=4 x\left(1-2 x^{2}+k^{2} x^{4}\right)\left(1-2 k^{2} x^{2}+k^{2} x^{4}\right)\left(1-k^{2} x^{4}\right) \sqrt{1-x^{2}} \sqrt{1-k^{2}} x^{2}$. As regards the denominator $D\left(=D^{\prime}\right)$ we have

$$
D_{n}=D_{p}^{4}-k^{2} A_{p}^{4}
$$

which when $p$ is odd, and therefore $A_{p}$ and $D_{p}$ each rational, breaks up into four rational factors (rational, that is, as regards $x$, but involving the radical $\sqrt{k}$ ). But if $p$ be even, then $A_{p}=A^{\prime}, x \sqrt{1-x^{n}} \sqrt{1-k^{2} x^{2}}$, and the form is

$$
D_{n}=D_{p}^{4}-k^{4} x^{4}\left(1-x^{2}\right)^{2}\left(1-k^{2} x^{2}\right)^{2} A_{p}^{\prime \prime}
$$

which breaks up into two rational factors only. That is, $n$ being the double of an odd number the denominator is the product of four rational factors, but $n$ being the double of an even number it is the product of two rational factors only: thus

$$
\begin{array}{ll}
n=2 & D(x)=1-k^{2} x^{4} \\
n=4 & D(x)=\left(1-k^{2} x^{4}\right)^{4}-16 k^{2} x^{4}\left(1-x^{2}\right)^{2}\left(1-k^{2} x^{2}\right)^{2}
\end{array}
$$

Although for many purposes the expressions thus obtained in the case in question ( $n$ even) would be in their original form more convenient than the completely developed expressions, yet for other purposes and in particular for the calculation of the functions of a higher uneven value of $n$ these last are the more convenient.
114. When $n$ is odd the numerator of $1 \pm \operatorname{sn} n u$ is a rational and integral function of the order $n^{2}$, containing the factor $1+x$ or $1-x$, and the other factor being the square of a rational and integral function of the order $\frac{1}{2}\left(n^{2}-1\right)$ : the two formulx are derived one from the other by merely changing the sign of $x$ : say they are

$$
\begin{aligned}
& D(x)-A(x)=(1 \pm x)\{P(x)\}^{2}, \\
& D(x)+A(x)=(1 \mp x)\{P(-x)\}^{2},
\end{aligned}
$$

giving when multiplied together

$$
D^{2}(x)-\Lambda^{2}(x)=\left(1-x^{2}\right)\{P(x) P(-x)\}^{q},
$$

viz. the left-hand side is $B^{2}(x),=\left(1-x^{2}\right)\left\{B^{\prime}(x)\right\}^{2}$; and conversely the equation $\left(1-x^{2}\right)\left\{A^{\prime}(x)\right\}^{2}=D^{2}(x)-A^{2}(x)$ implies that the factors $D(x)-A(x), D(x)+A(x)$ are of the forms in question. As regards the sign $\pm$ it is to be observed that $D(x)-A(x)$ contains the factor $1-(-)^{t^{n-1} x} x$; viz. in the numerator of $1-\mathrm{sn} n u, n=3,7, \ldots$ or $4 p+3$, the factor is $1+x$, but $n=5,9$, ...or $4 p+1$ the factor is $1-x$. The reason is obvious; $n=4 p+3,1-\mathrm{sn} n u$ vanishes for $u=-K$, that is $\operatorname{sn} u=x=-1$ (but not for $u=+K$ ), while, $n=4 p+1,1-\mathrm{sn} n u$ vanishes for $u=K$, that is sn $u=x=1$ (but not for $u=-K$ ): we have in fact $\operatorname{sn}(4 p+3) K=\operatorname{sn} 3 K=-1$, but $\operatorname{sn}(4 p+1) K=\operatorname{sn} K=+1$.

The like considerations apply to the numerators of $1 \pm k \operatorname{sn} n u$ : the single factor is $1 \pm k x$, viz. for $1-k \operatorname{sn} n u$ this is $1-(-)^{k n-1} / k$.
115. In the case $n$ even, there are given ( $n=2$ ) formule for $1 \pm \mathrm{cn} 2 u, 1 \pm \mathrm{dn} 2 u$, and from these may be deduced analogous formula for $1 \pm \mathrm{cn} n u, 1 \pm \mathrm{dn} n u$, but $I$ have not
thought it worth while to write these down for the cases 4 and 6. We in fact have

$$
\begin{align*}
1-\operatorname{cn} 2 p u & =2 \mathrm{sn}^{2} p u \mathrm{dn}^{2} p u, \\
1+\operatorname{cn} 2 p u & =2 \mathrm{cn}^{2} p u, \\
1-\operatorname{dn} 2 p u & =2 k^{2} \mathrm{sn}^{2} p u \mathrm{cn}^{2} p u, \\
1+\operatorname{dn} 2 p u & =2 \mathrm{dn}^{2} p u, \\
\operatorname{denom} . & =1-k^{3} \mathrm{sn}^{4} p u,
\end{align*}
$$

and substituting for the functions of $p u$ their values we have

$$
\begin{align*}
1-\mathrm{cn} 2 p u & =2 A_{p}{ }^{2} C_{p}^{2}, \\
1+\operatorname{cn} 2 p u & =2 B_{p}^{2} D_{p}^{2}, \\
1-\operatorname{dn} 2 p u & =2 k^{2} A_{p}^{2} B_{p}^{2}, \\
1+\operatorname{dn} 2 p u & =2 C_{p}^{2} D_{p}^{2}, \\
\text { denom. } & =D_{p p}, \text { as for the other } 2 p u \text {-functions. }
\end{align*}
$$

116. We may in the multiphication-formula write $k=0$, viz. we then have $x=\sin u$, and sn $n u$, cn $n u, \operatorname{dn} n u=\sin n u$, $\cos n u, 1$ respectively: this however affords a verification only of the terms not multiplied by any power of $k$. A more complete verification is obtained by writing $k=1$, we then have $x=\operatorname{sg} u, \sqrt{1-x^{2}}$ and $\sqrt{1-k^{3} x^{2}}$ each $=\operatorname{cg} u$; and $\operatorname{sn} n u$, $\operatorname{cn} n u, \operatorname{dn} n u=\operatorname{sg} n u, \operatorname{cg} n u, \operatorname{cg} n u$ respectively. Recalling the formulæ

$$
\begin{align*}
\operatorname{sg} n u & =\frac{1}{2}\left\{(1+x)^{n}-(1-x)^{n}\right\}, \\
\operatorname{cg} n u & =\left(1-x^{n}\right)^{n n}, \\
\text { denom. } & =\frac{1}{2}\left\{(1+x)^{n}+(1-x)^{n}\right\},
\end{align*}
$$

the terms of the fractions require to be each multiplied by $\left(1-x^{x}\right)^{*\left(n^{2}-4\right)}$, viz. the formulx then are

$$
\begin{align*}
& \operatorname{sg} n u=\frac{1}{2}\left\{(1+x)^{n}-(1-x)^{n}\right\}\left(1-x^{2}\right)^{\left(n^{p}-m\right)} \text {, } \\
& \operatorname{cg} n u=\left(1-x^{n}\right)^{+n n} \text {, } \\
& \text { denom. }=\frac{1}{2}\left\{(1+x)^{n}+(1-x)^{n}\right\}\left(1-x^{n}\right)^{n}+\left(n^{n-n}\right) \text {. } \\
& \text { Thus } n=3 \text {, the formulæ are } \\
& \text { sg } 3 u=x\left(3+x^{2}\right)\left(1-x^{2}\right)^{3},=x\left(3-8 x^{2}+6 x^{4}+0 x^{4}-x^{4}\right) \text {, } \\
& \operatorname{cg} 3 u=\left(1-x^{2}\right)^{4} \sqrt{1-x^{2}},=\left(1-4 x^{8}+6 x^{4}-4 x^{8}+x^{4}\right) \sqrt{1-x^{2}},(\div) \\
& \text { denom. }=\left(1+3 x^{2}\right)\left(1-x^{7}\right)^{3},=\left(1+0 x^{2}-6 x^{4}+8 x^{6}-3 x^{8}\right) \text {, }
\end{align*}
$$

agreeing with the foregoing values of $\operatorname{sn} 3 u, \mathrm{cn} 3 u, \mathrm{dn} 3 u$ on putting therein $k=1$.

## Factorial-formulce. Art. Nos. 117 to 122.

117. In the expressions for the numerators and denominator of the functions of $n u$, the rational functions of $x^{2}$ may be decomposed into their simple factors. This may be effected d priori by considering what are the values of $x$ (that is $\mathrm{sn} u$ ) which make these functions respectively vanish. But in the particular case $n=2$, it may be done $\dot{d}$ posteriori, by means of the duplication-formule, and the formulæ obtained for the dimidiation of the periods.

Write

$$
\begin{aligned}
& \left(m, m^{\prime}\right)=2 m K+2 m^{\prime} i K^{\prime}, \\
& \left(m, m^{\prime}\right)=(2 m+1) K+2 m^{\prime} i K^{\prime}, \\
& \left(m, \overline{m^{\prime}}\right)=2 m K+\left(2 m^{\prime}+1\right) i K^{\prime}, \\
& \left(\bar{m}, \overline{m^{\prime}}\right)=(2 m+1) K+\left(2 m^{\prime}+1\right) i K^{\prime} .
\end{aligned}
$$

Then, using \{ \} to denote a product, as explained by the appended values of $m, m^{\prime}$, we have

$$
\begin{array}{rlrl}
\operatorname{sn} 2 u & =2 x \sqrt{1-x^{2}} \sqrt{1-k^{2} x^{\prime \prime},} & (\div) \\
\operatorname{cn} 2 u & =\left\{1+\frac{x}{\operatorname{sn} \frac{1}{2}\left(\bar{m}, m^{\prime}\right)}\right\}, & (\div) & \begin{aligned}
m & =0,2 \\
m^{\prime} & =0,1
\end{aligned} \\
\operatorname{dn} 2 u & =\left\{1+\frac{x}{\operatorname{sn} \frac{1}{2}\left(m, m^{\prime}\right)}\right\}, & (\div) & \begin{aligned}
m & =0,2 \\
m^{\prime} & =0,1
\end{aligned} \\
\text { denom. } & =\left\{1+\frac{x}{\operatorname{sn} \frac{1}{2}\left(m, m^{\prime}\right)}\right\}, & & \begin{aligned}
m & =0,1 \\
m^{\prime} & =0,1 .
\end{aligned}
\end{array}
$$

118. Thus in $\mathrm{cn} 2 u$ the product is

$$
\begin{aligned}
\left(1+\frac{x}{\operatorname{sn} \frac{1}{2} K}\right)(1+ & \left.\frac{x}{\operatorname{sn} \frac{5}{2} K}\right) . \\
& \left(1+\frac{x}{\operatorname{sn}\left(\frac{1}{2} K+i K^{\prime}\right)}\right)\left(1+\frac{x}{\operatorname{sn}\left(\frac{8}{2} K^{\prime}+i K^{\prime}\right)}\right),
\end{aligned}
$$

which is
$=\left(1+\frac{x}{\sin \frac{1}{2} K}\right)\left(1-\frac{x}{\operatorname{sn} \frac{1}{2} K}\right)$

$$
\left(1+\frac{x}{\operatorname{sn}\left(\frac{1}{2} K+i K^{\prime}\right)}\right)\left(1-\frac{x}{\operatorname{sn}\left(\frac{1}{2} K+i K^{\prime}\right)}\right),
$$

$=\left\{1-\left(1+k^{\prime}\right) x^{2}\right\}\left\{1-\left(1-k^{\prime}\right) x^{2}\right\}$,
$=1-2 x^{2}+k^{2} x^{4}$.
So in dn $2 u$ the product is

$$
\begin{aligned}
& \left(1+\frac{x}{\operatorname{sn}\left(\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right)}\right)\left(1+\frac{x}{\operatorname{sn}\left(\frac{8}{2} K+\frac{1}{2} i K^{\prime}\right)}\right) \\
& \quad\left(1+\frac{x}{\operatorname{sn}\left(\frac{1}{2} K+\frac{3}{2} i K^{\prime}\right)}\right)\left(1+\frac{x}{\operatorname{sn}\left(\frac{8}{2} K+\frac{3}{2} i K^{\prime}\right)}\right),
\end{aligned}
$$

which is

$$
\begin{aligned}
& =\left(1+\frac{x}{\operatorname{sn}\left(\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right)}\right)\left(1-\frac{x}{\operatorname{sn}\left(\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right)}\right) \\
& \qquad\left(1+\frac{x}{\operatorname{sn}\left(\frac{1}{2} K+\frac{3}{2} i K^{\prime}\right)}\right)\left(1-\frac{\cdot x}{\operatorname{sn}\left(\frac{1}{2} K+\frac{3}{2} i K^{\prime}\right)}\right), \\
& =\left(1-k x^{2}\left(k-2 k^{\prime}\right)\right)\left(1-k x^{2}\left(k+2 k^{\prime}\right)\right), \\
& =1-2 k^{\prime} x^{2}+k^{\prime} x^{4} .
\end{aligned}
$$

And in the denominator the product is

$$
\left(1+\frac{x}{\operatorname{sn} \frac{1}{2} i K^{\prime \prime}}\right)\left(1+\frac{x}{\operatorname{sn} \frac{3}{2} i K^{\prime}}\right)
$$

$$
\left(1+\frac{x}{\operatorname{sn}\left(K+\frac{1}{2} i K^{\prime}\right)}\right)\left(1+\frac{x}{\operatorname{sn}\left(K+\frac{3}{2} i K^{\prime}\right)}\right),
$$

which is

$$
\begin{aligned}
& =(1-i \sqrt{k} x)(1+i \sqrt{k} x)(1+\sqrt{k} x)(1-\sqrt{k} x), \\
& =\left(1+k x^{2}\right)\left(1-k x^{2}\right), \\
& =1-k^{2} x^{4} .
\end{aligned}
$$

119. Considering next the case where $n$ is an odd number, $=2 p+1$ suppose,
write as before

$$
\begin{aligned}
& \left(m, m^{\prime}\right)=2 m K+2 m^{\prime} i K^{\prime} \\
& \left(\bar{m}, m^{\prime}\right)=(2 m+1) K+2 m^{\prime} i K^{\prime} \\
& \left(m, \overline{m^{\prime}}\right)=2 m K+\left(2 m^{\prime}+1\right) i K^{\prime}, \\
& \left(\bar{m}, \overline{m^{\prime}}\right)=(2 m+1) K+\left(2 m^{\prime}+1\right) i K^{\prime} ;
\end{aligned}
$$

then the distinct values of $\operatorname{si} \frac{1}{n}\left(m, m^{\prime}\right)$ are those obtained by giving to $m$ the values $-p,-(p-1), \ldots-1,0,1 \ldots p$; and to $m^{\prime}$ the same values; viz. there are in all $(2 p+1)^{2},=n^{2}$ values of $\operatorname{sn} \frac{1}{n}\left(m, m^{\prime}\right)$.

For take $\mu, \mu^{\prime}$ values of the form in question, any other values are $\mu+n \theta, \mu^{\prime}+n \theta^{\prime}$ ( $\theta$ and $\theta^{\prime}$ integere).

$$
\frac{1}{n}\left(m, m^{\prime}\right)=\frac{1}{n}\left(\mu, \mu^{\prime}\right)+\left(\theta, \theta^{\prime}\right)
$$

where $\left(\theta, \theta^{\prime}\right)=2 \theta K+2 \theta^{\prime} i K^{\prime}$. Hence

$$
\operatorname{sn} \frac{1}{n}\left(m, m^{\prime}\right)=(-)^{\alpha \theta^{\prime}} \operatorname{sn} \frac{1}{n}\left(\mu, \mu^{\prime}\right)
$$

which, when $\theta+\theta^{\prime}$ is even, is

$$
=\quad \sin \frac{1}{n}\left(\mu, \mu^{\prime}\right)
$$

and, when $\theta+\theta^{\prime}$ is odd, it is
which is

$$
\begin{aligned}
& =\quad-\sin \frac{1}{n}(\mu, \mu) \\
& =\quad \operatorname{sn} \frac{1}{n}\left(-\mu,-\mu^{\prime}\right)
\end{aligned}
$$

where $-\mu,-\mu^{\prime}$ are of the form in question.
One of the foregoing values is $\operatorname{si} \frac{1}{n}(0,0),=0$; and if we exclude this there remains a system of $n^{2}-1$ values.
120. Consider next the distinct values of $\operatorname{sn} \frac{1}{n}\left(\bar{m}, \bar{m}^{\prime}\right)$. Suppose in the first instance that $m, m^{\prime}$ each extend from $-(p+1),-p, \ldots-1,0,1 \ldots p$ (viz. that each has $n+1$ values). I call the values $-(p+1), p$ extreme values and the others intermediate; so that $m, m^{\prime}$ have respectively 2 extreme and $n-1$ intermediate values. We have in all a system of $(n+1)^{2}$ terms, viz. these are

$$
\begin{array}{lr}
m, m^{\prime} \text { both extreme } & 4 \\
m \text { extreme, } m^{\prime} \text { mean } & 2 n-2 \\
m^{\prime} \text { extreme, } m \text { mean } & 2 n-2 \\
m, m^{\prime} \text { both mean } & n^{2}-2 n+1 \\
& \frac{n^{2}+2 n+1}{4}
\end{array}
$$

Now $m, m^{\prime}$ both extreme the values are $\operatorname{sn}\left( \pm K \pm i K^{\prime}\right)$, and these are excluded from consideration.

If $m$ is extreme, $m^{\prime}$ mean, the values are

$$
\operatorname{sn}\left( \pm K+\frac{2 m^{\prime}+1}{n} i K^{\prime}\right)
$$

say for shortness $\operatorname{sn}( \pm K+a)$, that is $\operatorname{sn}(K+a)$ and $\operatorname{sn}(-K+a)$, where $a$ has $\frac{1}{2}(n-1)$ pairs of equal and opposite values.

But $\operatorname{sn}(K+a)=-\operatorname{sn}(-K+a),=\sin (K-a)$; hence $\operatorname{sn}(K+a)$ has $\frac{1}{2}(n-1)$ values; similarly $\operatorname{sn}(-K+a)$ has $\frac{1}{2}(n-1)$ values; or $\operatorname{sn}( \pm K+a)$ has $(n-1)$ values.

And in like manner, $m^{\prime}$ being extreme, the value is

$$
=\operatorname{sn}\left( \pm i K^{\prime}+\frac{2 m+1}{n} K\right), \quad=\operatorname{sn}\left( \pm i K^{\prime}+\beta\right)
$$

which has $(n-1)$ values. We have thus in all

$$
(n-1)+(n-1)+(n-1)^{2},=n^{2}-1 \text { values. }
$$

And as for $\operatorname{sn} \frac{1}{n}\left(m, m^{\prime}\right)$, it may be shown that these are all the values.
121. Consider in like manner $\operatorname{sn} \frac{1}{n}\left(\bar{m}, m^{\prime}\right):$ here $m$ has the values $-(p+1),-p, \ldots-1,0,1, \ldots p$, say $-(p+1), p$ are extreme values and the others mean; and $m^{\prime}$ has the values $-p, \ldots-1,0,1, \ldots p$, say 0 is the extreme value and the others mean. The cases are

| $m, m^{\prime}$ both extreme | 2 | exclude |  |
| :--- | ---: | :--- | ---: |
| $m$ extreme, $m^{\prime}$ mean | $2 n-2$ | reduce to | $n-1$ |
| $m$ mean, $m^{\prime}$ extreme | $n-1$ | is | $n-1$ |
| $m, m^{\prime}$ both mean | $\frac{n^{2}-2 n+1}{n^{2}+n}$ |  | $\frac{n^{2}-2 n+1}{n^{2}} \quad-1$ |

or number in resulting system is $=n^{\mathbf{2}}-1$.
And so $\operatorname{si} \frac{1}{n}(m, \bar{m})$ has same number $=n^{2}-1$ of values.
122. We now obtain, $n$ odd,

$$
\begin{align*}
& \operatorname{sn} n u=n x\left\{1+\frac{x}{\sin \frac{1}{n}\left(m, m^{\prime}\right)}\right\}, \\
& \operatorname{es~} n u=\sqrt{1-x^{2}}\left\{1+\frac{x}{\operatorname{sn} \frac{1}{n}\left(\bar{m}, m^{\prime}\right)}\right\}, \\
& \operatorname{dn} n u=\sqrt{1-k^{2} \cdot \overline{x^{2}}}\left\{1+\frac{x}{\operatorname{sn} \frac{1}{n}\left(\bar{m}, m^{\prime}\right)}\right\},
\end{align*}
$$

where denom. $=$

$$
\left\{1+\frac{x}{\operatorname{sn} \frac{1}{n}\left(m, \bar{m}^{\prime}\right)}\right\}
$$

the number of factors being in each case $n^{2}-1$, viz. the values of $m, m^{\prime}$ are those belonging to the several systems of ( $n^{2}-1$ ) values as above explained.

New Form of the Factorial-Formulas.
Art. Nos. 123 to 126.
123. The formulæ may be presented in a different form: observing that to each term $1+\frac{x}{\alpha}$ in the numerator or denominator there corresponds a term $1-\frac{x}{\alpha}$, and combining together the pair of factors, also making an easy change of form, we have

$$
\begin{align*}
& \operatorname{sn} n u=n x \quad\left\{1-\frac{x^{2}}{\operatorname{sn}^{2} \frac{1}{n}\left(m, m^{2}\right)}\right\}, \\
& \operatorname{cn} n u=\sqrt{1-x^{2}} \quad\left\{1-\frac{x^{2}}{\operatorname{sn}^{2}\left(K-\frac{1}{n}\left(m, m^{\prime}\right)\right)}\right\}  \tag{+}\\
& \operatorname{dn} n u=\sqrt{1-k^{2} x^{2}}\left\{1-k^{2} \operatorname{sn}^{2}\left(K-\frac{1}{n}\left(m, m^{\prime}\right)\right) x^{2}\right\}, \\
& \text { denom }=\quad\left\{1-k^{2}=\operatorname{sn}^{2} \frac{1}{n}\left(m, m^{\prime}\right) x^{2}\right\},
\end{align*}
$$

where as regards the values of $m, m^{\prime}$ observe that these are

$$
\begin{aligned}
& m=0, m^{\prime}=1, \quad 2 \ldots \quad \frac{1}{2}(n-1) ; \\
& m=1,2, \ldots \text { or } \frac{1}{2}(n-1), \\
& m^{\prime}=0, \pm 1, \pm 2 \ldots \pm \frac{1}{2}(n-1) ;
\end{aligned}
$$

viz. there are in all $\frac{1}{2}(n-1)+\frac{1}{2}(n-1) n,=\frac{1}{2}\left(n^{2}-1\right)$ combinations.
124. Restoring for $x$ its value sn $u$, and observing that

$$
\frac{1-\frac{\operatorname{sn}^{2} u}{\operatorname{sn}^{2} \alpha}}{1-k^{2} \operatorname{sn}^{2} u \operatorname{sn}^{2} \alpha}=\frac{\operatorname{sn}(u+\alpha) \operatorname{sn}(u-\alpha)}{\operatorname{sn} \alpha \operatorname{sn}(-\alpha)}
$$

and combining all the constant factors (that is factors independent of $u$ ) into a single factor $A$, we find
$\operatorname{sn} n u=A \operatorname{sn} u\left\{\operatorname{sn}\left[u+\frac{1}{n}\left(m, m^{\prime}\right)\right] \operatorname{sn}\left[u-\frac{1}{n}\left(m, m^{\prime}\right)\right]\right\}$,
c.
or as this may be written

$$
\mathrm{sn} n u=A\left\{\mathrm{sn}\left[u+\frac{1}{n}\left(m, m^{\prime}\right)\right]\right\},
$$

where $m, m^{\prime}$ have now each of them all the values

$$
0, \pm 1, \pm 2 \ldots \pm \frac{1}{2}(n-1)
$$

Proceeding in the same manner with the other equations, we have, with the same limits for ( $m, m^{\prime}$ ), the system

$$
\begin{aligned}
& \operatorname{sn} n u=A\left\{\operatorname{sn}\left[u+\frac{1}{n}\left(m, m^{\prime}\right)\right]\right\}, \\
& \operatorname{cn} n u=B\left\{\operatorname{cn}\left[u+\frac{1}{n}\left(m, m^{\prime}\right)\right]\right\}, \\
& \operatorname{dn} n u=C\left\{\operatorname{dn}\left[u+\frac{1}{n}\left(m, m^{\prime}\right)\right]\right\},
\end{aligned}
$$

where the coefficients $A, B, C$ have to be determined. The values are

$$
A=(-)^{t(n-1)} k^{\ddagger\left(n^{4}-1\right)}, \quad B=\left(\frac{k}{k^{\prime}}\right)^{i\left(n^{2}-1\right)}, \quad C=\left(\frac{1}{k^{\prime}}\right)^{i\left(n^{4}-1\right)},
$$

125. To show this, write in the formulæ $u+K$ in place of $u$. Observing that we have

$$
\begin{aligned}
& \operatorname{sn}(n u+n K)=(-)^{t(n-1)} \operatorname{sn}(n u+K) \\
& \operatorname{cn}(n u+n K)=(-)^{t(n-1)} \operatorname{cn}(n u+K) \\
& \operatorname{dn}(n u+n K)=\quad \operatorname{dn}(n u+K)
\end{aligned}
$$

and that the products on the right-hand sides contain $n^{2}$ terms, $n^{2}-1$ being evenly even, or $(-)^{n^{2}-1}=+$, we obtain

$$
(-)^{i(n-1)} \frac{\operatorname{cn} n u}{\operatorname{dn} n u}=A\left\{\frac{\operatorname{cn}\left[u+\frac{1}{n}\left(m, m^{\prime}\right)\right]}{\operatorname{dn}\left[u+\frac{1}{n}\left(m, m^{\prime}\right)\right]}\right\}
$$

$$
\begin{aligned}
(-)^{(n-1)} \frac{\operatorname{sn} n u}{\operatorname{dn} n u} & =\left(k^{\prime}\right)^{n 2-1} B\left\{\frac{\operatorname{sn}\left[u+\frac{1}{n}\left(m, m^{\prime}\right)\right]}{\operatorname{dn}\left[u+\frac{1}{n}\left(m, m^{\prime}\right)\right.}\right\}, \\
\frac{1}{\operatorname{dn} n u} & =\left(k^{\prime}\right)^{n^{2}-1} C\left\{\frac{1}{\operatorname{dn}\left[u+\frac{1}{n}\left(m, m^{\prime}\right)\right]}\right\},
\end{aligned}
$$

agreeing with the original equations if only

$$
\begin{aligned}
(-)^{\star(n-1)} \frac{B}{C} & =A \\
(-)^{4(n-1)} \frac{A}{C} & =k^{\prime n^{2}-1} B, \\
\frac{1}{C} & =k^{\prime n^{2}-1} C,
\end{aligned}
$$

but these reduce themselves to the two independent equations

$$
C^{n}=\left(\frac{1}{k^{\prime}}\right)^{n^{2}-1}, B=(-)^{1(n-1)} A C .
$$

The change of $u$ into $u+i K^{\prime}$ gives in like manner two independent equations, one of which is

$$
A^{2}=k^{n^{2}-1}
$$

and we thus have $A, B, C$ subject to an indetermination of the signs of $A$ and $C$.
126. But it may be shown that the signs of $A, B, C$ are $(-)^{(n-1)},+,+$. For this purpose recurring to the original equations and writing therein $u=0$, we find, observing that then $\frac{\operatorname{sn} n u}{\operatorname{sn} u}=n, \operatorname{cn} u=1, \operatorname{dn} u=1$,
$n=A\left\{\operatorname{sn} \frac{1}{n}\left(m, m^{\prime}\right)\right\}, 1=B\left\{\operatorname{cn} \frac{1}{n}\left(m, m^{\prime}\right)\right\}, 1=C\left\{\operatorname{dn} \frac{1}{n}\left(m, m^{\prime}\right)\right\}$, where in each case the combination $m=0, m^{\prime}=0$ is to be omitted, viz. the products each contain $n^{2}-1$ terms. Grouping 7-2
together the opposite terms $\mathrm{sn} a, \operatorname{sn}(-\alpha), \& e$, and recollecting that $\frac{1}{2}\left(n^{2}-1\right)$ is even, we may write
$n=A\left\{\operatorname{sn}^{2} \frac{1}{n}\left(m, m^{\prime}\right)\right\}, 1=B\left\{\operatorname{cn}^{2} \frac{1}{n}\left(m, m^{\prime}\right)\right\}, 1=C\left\{\operatorname{dn}^{2} \frac{1}{n}\left(m, m^{\prime}\right)\right\}$, and we may in each proluct consider separately the $\frac{1}{2}(n-1)$ terms in which $m^{\prime}$ is $=0$, the $\frac{1}{2}(n-1)$ terms in which $m$ is $=0$, and the $\frac{1}{2}(n-1)^{2}$ terms in which neither $m$ nor $m^{\prime}$ is $=0$. As regards these last we may consider that $m$ has any value whatever from 1 to $\frac{1}{2}(n-1)$, and $m^{\prime}$ any value whatever from $\pm 1$, to $\pm \frac{1}{2}(n-1)$; uniting together the terms which belong to the same value of $m$ but to opposite values of $m^{\prime}$ these are conjugate imaginaries and their product is positive: hence the whole third product is positive. Taking next the terms for which $m^{\prime}$ is $=0$, each term is real and positive; hence the whole first product is positive. There remains only the sccond product ; viz. as regards $A$ this is $\left\{\sin ^{2} \frac{1}{n}\left(0, m^{\prime}\right)\right\}$, where $m^{\prime}$ has the values $1,2, \ldots \frac{1}{2}(n-1)$. Each term is the square of a pure imaginary, viz. it is real and negative; and the sign is thus $(-)^{n-1)}$. But as regards $B$ the product is $\left\{\mathrm{cn}^{2} \frac{1}{n}\left(0, m^{\prime}\right)\right\}$, where each term is positive (since en $\frac{1}{n}\left(0, m^{\prime}\right)$ is real): hence the product is positive. And so as regards $C$ the product is $\left\{\operatorname{dn}^{2} \frac{1}{n}\left(0, m^{\prime}\right)\right\}$, which is in like manner positive. Hence in the three cases respectively the sign of the first product is $(-)^{(n-1)},+,+$. And the required quantities $A, B, C$ have these signs accordingly; wherefore we have

$$
A=(-)^{\mathrm{t}^{(n-1)}} k^{k^{\left(n n^{2}-1\right)}}, B=\binom{k}{\vec{k}}^{\left\{\left(n^{2}-1\right)\right.}, C=\left(\frac{1}{k^{\prime}}\right)^{t\left(n^{2}-1\right)},
$$

as mentioned above.

Anticipation of the doubly-infinite-product Forms of the Elliptic Functions. Art. No. 127.
127. In the formulæ No. 122 for $u$ write $\frac{u}{n}$, then $x=\operatorname{sn} \frac{u}{n}$, $=\frac{u}{n}$ when $n$ is very large. Moreover when $m, m^{\prime}$ are finite, then in like manner $\operatorname{sn} \frac{1}{n}\left(m, m^{\prime}\right)$ is $=\frac{1}{n}\left(m, m^{\prime}\right)$ : and substituting these values and writing $n=\infty$ we obtain the following formula:

$$
\begin{align*}
\text { sn } u & =u\left\{1+\frac{u}{\left(m, m^{\prime}\right)}\right\}, \\
\operatorname{cn} u & =\left\{1+\frac{u}{\left(m, m^{\prime}\right)}\right\}, \\
\operatorname{dn} u & =\left\{1+\frac{u}{\left(\bar{m}, m^{\prime}\right)}\right\}, \\
\text { denom. } & =\left\{1+\frac{u}{\left(m, \bar{m}^{\prime}\right)}\right\},
\end{align*}
$$

where $m, m^{\prime}$ have each of them every integer value from $-\infty$ to $+\infty$, the simultaneous values $m=0, m^{\prime}=0$ being excluded from the numerator of $\operatorname{sn} u$. I defer the further consideration of these formulæ, only remarking that not only they are not as yet proved, but that, in the absence of further definition as to the limits, they are wholly meaningless.

Derivatives of $\mathrm{sn} u, \mathrm{cn} u, \mathrm{dn} u$ in regard to $k$. Art. No. 128.
128. We have seen, Chap. III. No. 73, that

$$
\frac{d F}{d k}=\frac{1}{k k^{\prime 2}}\left(E-k^{\prime 2} F\right)-\frac{k \sin \phi \cos \phi}{k^{\prime 2} \Delta}
$$

where $F, E, \Delta$ stand for $F(k, \phi), E(k, \phi), \Delta(k, \phi)$ respectively. But we have $u=F$, giving $\operatorname{sn} u=\sin \phi, \operatorname{cn} u=\cos \phi, \mathrm{dn} u=\Delta$; also
$E=\int_{0} \Delta d \phi=\int_{0} \mathrm{dn}^{\mathrm{n}} u d u,=\int_{0} d u\left(1-k^{2}+k^{2} \mathrm{cn}^{2} u\right)=k^{2} u+k^{2} \int_{0} \mathrm{cn}^{2} u d u$,
and therefore

$$
E-k^{2} F=k^{2} \int_{0} \mathrm{cn}^{2} u d u ;
$$

hence

$$
\frac{d F}{d k}=\frac{k}{k^{2}}\left\{\int_{0} \mathrm{cn}^{9} u d u-\frac{\operatorname{sn} u \operatorname{cn} u}{\operatorname{dn} u}\right\} .
$$

But $\operatorname{sn} u=\sin \phi$, viz, considering $\operatorname{sn} u$ as a function of $u, k$, where $u,=F(k, \phi)$ is a function of $k$ and $\phi$, we have $\operatorname{sn} u$, a function of $\phi$ only without $k$; and we hence obtain

$$
\frac{d \operatorname{sn} u}{d u} \frac{d F}{d k}+\frac{d \operatorname{sn} u}{d k}=0
$$

that is

$$
\frac{d \operatorname{sn} u}{d k}=-\operatorname{cn} u \operatorname{dn} u \frac{d F}{d k}
$$

or finally

$$
\frac{d \operatorname{sn} u}{u k}=-\frac{k}{k^{2}} \operatorname{cn} u \operatorname{dn} u \int_{0} \operatorname{cn}^{2} u d u+\frac{k}{k^{2}} \operatorname{sn} u \operatorname{cn}^{2} u,
$$

and thence

$$
\frac{d \operatorname{cn} u}{d k}=\frac{k}{k^{2}} \operatorname{sn} u \operatorname{dn} u \int_{0} \operatorname{cn}^{2} u d u-\frac{k}{k^{2}} \operatorname{sn}^{2} u \operatorname{cn} u
$$

and

$$
\frac{d \operatorname{dn} u}{d k}=\frac{k^{3}}{\bar{k}^{2}} \operatorname{sn} u \operatorname{cn} u \int_{0} \operatorname{cn}^{2} u d u-\frac{k}{k^{2}} \operatorname{sn}^{2} u \operatorname{dn} u
$$

And it will be convenient to repeat here from Nos. 73 and 74 the following formulx, in which we now write $K, K^{\prime}, E, E^{\prime}$ for the complete functions $F_{1} k, F_{1} k^{\prime}, E_{1} k, E_{1} k^{\prime}$;

$$
\begin{array}{ll}
\frac{d E}{d k}=\frac{1}{k}(E-K), & \frac{d E^{\prime \prime}}{d k}=-\frac{k}{k^{2}}\left(E^{\prime \prime}-K^{\prime}\right), \\
\frac{d K}{d k^{\prime}}=\frac{1}{k \cdot k^{\prime 2}}\left(E-k^{\prime 2} K\right), & \frac{d K^{\prime \prime}}{d k}=-\frac{1}{k \cdot k^{2}}\left(E^{\prime}-k^{2} K^{\prime \prime}\right),
\end{array}
$$

giving
$E K^{\prime}+E^{\prime} K-K K^{\prime}=\frac{1}{2} \pi$.

## CHAP'TER V.

## THE THREE KINDS OF ELLIPTIC INTEGRALS.

129. In the present and following Chapters we revert to the notation of the elliptic integrals $F \phi, E \phi$, II $_{\phi}$, bringing up the theory to the point at which it is expedient to introduce the elliptic functions $\operatorname{sn} u$, cn $u, \mathrm{dn} u$ : and explaining the resulting new notations.

The Addition-Theory. Art. Nos. 130 to 134.
130. We have throughout $\phi, \psi, \mu$ connected by the addition-equation: regarding herein $\mu$ as a constant, this gives $\frac{d \phi}{\Delta \phi}+\frac{d \psi}{\Delta \psi}=0$ : hence if $U$ be any function of $\phi, \psi, \mu$, such that in virtue of the addition-equation we have

$$
\frac{d U}{d \phi} \Delta \phi-\frac{d U}{d \psi} \Delta \psi=0,
$$

or (what is the same thing) if this last equation be a form of the addition-equation, we hence derive $\frac{d U}{d \phi} d \phi+\frac{d U}{d \psi} d \psi=0$, that is $d U=0$, or by integration $U=$ funct. $\mu$ : and if moreover the function $U$ is such that it vanishes for $\phi=0, \psi=\mu$, then the constant of integration, funct. $\mu$, is $=0$; and we have $U=0$ as a consequence of the addition-equation. For instance the function $U=F \phi+F \psi-F \mu$, satisfies the conditions in question, and we thus have

$$
F \phi+F \psi-F_{\mu}=0
$$

as the addition-theorem for the first kind of elliptic integrals.
131. Again we have

$$
E \phi+E \psi-E_{\mu}-k^{2} \sin \phi \sin \psi \sin \mu=0
$$

as the addition-theorem for the second kind of integrals. In fact the equation to be verified is $\left(\Delta \phi-k^{\prime} \sin \psi \cos \phi \sin \mu\right) \Delta \phi-\left(\Delta \psi-k^{2} \sin \phi \cos \psi \sin \mu\right) \Delta \psi=0$, that is

$$
\Delta^{2} \phi-\Delta^{2} \psi+k^{3} \sin \mu(\sin \phi \cos \psi \Delta \psi-\sin \psi \cos \phi \Delta \phi)=0
$$

which in virtue of

$$
\sin \mu=\frac{\sin \phi \cos \psi \Delta \psi+\sin \psi \cos \phi \Delta \phi}{1-k^{2} \sin ^{2} \phi \sin ^{2} \psi},
$$

and the identity
$\sin ^{2} \phi \cos ^{2} \psi \Delta^{2} \psi-\sin ^{2} \psi \cos ^{2} \phi \Delta^{2} \phi$

$$
=\left(\sin ^{2} \phi-\sin ^{2} \psi\right)\left(1-k^{2} \sin ^{2} \phi \sin ^{7} \psi\right),
$$

reduces itself to

$$
\Delta^{2} \phi-\Delta^{2} \psi+k^{3}\left(\sin ^{2} \phi-\sin ^{2} \psi\right)=0
$$

which is an identity.
132. Again for the third kind of integrals, writing

$$
\alpha=(1+n)\left(1+\frac{k^{2}}{n}\right), \quad R=\frac{n \sin \phi \sin \psi \sin \mu}{1+n-n \cos \phi \cos \psi \cos \mu},
$$

and for convenience retaining

$$
\int \frac{d R}{1+\alpha R^{2}}\left(=\frac{1}{\sqrt{\alpha}} \tan ^{-1} R \sqrt{\alpha}, \text { or }=\frac{1}{2 \sqrt{-\alpha}} \log \frac{1+R \sqrt{-\alpha}}{1-R \sqrt{-\alpha}}\right.
$$

according as $a$ is positive or negative), to denote the one or other of these expressions as the case may be, then the additiontheorem is

$$
\Pi \phi+\Pi \psi-\Pi \mu-\int \frac{d R}{i+a L^{i z}}=0 .
$$

In fact the equation to be verified is here

$$
\begin{aligned}
\left\{\frac{1}{\left(1+n \sin ^{2} \phi\right) \Delta \phi}-\right. & \left.\frac{1}{1+\alpha R^{2}} \frac{d R}{d \phi}\right\} \Delta \phi \\
& \quad-\left\{\frac{1}{\left(1+n \sin ^{2} \psi\right) \Delta \psi}-\frac{1}{1+\alpha R^{2}} \frac{d R}{d \psi}\right\} \Delta \psi=0,
\end{aligned}
$$

where, writing $R=\frac{P}{Q}$, we have

$$
\begin{aligned}
& \frac{1}{1+\alpha R^{2}} \frac{d R}{d \phi}=\frac{1}{Q^{2}+a P^{z}}\left(Q \frac{d P}{d \phi}-P \frac{d Q}{d \phi}\right), \\
& \frac{1}{1+\alpha R^{2}} \frac{d R}{d \psi}=\frac{1}{Q^{2}+a P^{w}}\left(Q \frac{d P}{d \psi}-P \frac{d Q}{d \psi}\right),
\end{aligned}
$$

and the equation thus becomes

$$
\begin{aligned}
&\left\{\frac{1}{1+n \sin ^{2} \phi}-\frac{1}{1+n \sin ^{2} \psi}\right\}\left(Q^{2}+a P^{a}\right) \\
&=\left(Q \frac{d P}{d \phi}-P \frac{d Q}{d \phi}\right) \Delta \phi-\left(Q \frac{d P}{d \psi}-P \frac{d Q}{d \psi}\right) \Delta \psi .
\end{aligned}
$$

But in virtue of the addition-equation, as shown in the next No.,

$$
Q^{\prime}+a P^{s}=\left(1+n \sin ^{9} \mu\right)\left(1+n \sin ^{2} \phi\right)\left(1+n \sin ^{4} \psi\right),
$$

and the equation to be verified thus becomes
$\left(1+n \sin ^{2} \mu\right) n\left(\sin ^{2} \psi-\sin ^{2} \phi\right)$

$$
=\left(Q \frac{d P}{d \phi}-P \frac{d Q}{d \phi}\right) \Delta \phi-\left(Q \frac{d P}{d \psi}-P \frac{d Q}{d \psi}\right) \Delta \psi .
$$

133. In regard to the expression for $Q^{2}+\alpha P^{2}$, observe that this is

$$
=(1+n-n \cos \mu \cos \phi \cos \psi)^{2}+n^{2} \alpha \sin ^{2} \mu \sin ^{2} \phi \sin ^{2} \psi,
$$

or putting herein $\cos \phi \cos \psi=\cos \mu+\sin \phi \sin \psi \Delta \mu$, this is

$$
\begin{aligned}
& =\left(1+n \sin ^{2} \mu-n \cos \mu \Delta \mu \sin \phi \sin \psi\right)^{2}+n^{2} \alpha \sin ^{2} \mu \sin ^{2} \phi \sin ^{2} \psi \text {, } \\
& =\left(1+n \sin ^{2} \mu\right)^{3}-2\left(1+n \sin ^{2} \mu\right) n \cos \mu \Delta \mu \sin \phi \sin \psi \\
& +n^{2}\left[\left(1-\sin ^{2} \mu\right)\left(1-k^{2} \sin ^{2} \mu\right)+\left(1+n+\frac{k^{2}}{n}+k^{2}\right) \sin ^{2} \mu\right] \sin ^{2} \phi \sin ^{2} \psi \text {, } \\
& =\left(1+n \sin ^{2} \mu\right)\left\{1+n \sin ^{2} \mu-2 n \cos \mu \Delta \mu \sin \phi \sin \psi\right. \\
& \left.+\left(n^{2}+n k^{2} \sin ^{2} \mu\right) \sin ^{2} \phi \sin ^{2} \psi\right] \text {. }
\end{aligned}
$$

But we have

$$
\begin{aligned}
&\left(1-\sin ^{2} \phi\right)\left(1-\sin ^{2} \psi\right)-\cos ^{2} \mu-\sin ^{2} \phi \sin ^{2} \psi \Delta^{2} \mu \\
&=2 \cos \mu \Delta \mu \sin \phi \sin \psi
\end{aligned}
$$

or what is the same thing,
$2 \cos \mu \Delta \mu \sin \phi \sin \psi=\sin ^{2} \mu-\sin ^{2} \phi-\sin ^{2} \psi+k^{2} \sin ^{2} \mu \sin ^{2} \phi \sin ^{2} \psi$, and substituting this value within the \{\} we obtain the above expression for $Q^{3}+a P^{a}$.
134. We have
$Q \frac{d P}{d \phi}-P \frac{d Q}{d \phi}=(1+n-n \cos \mu \cos \phi \cos \psi) n \sin \mu \cos \phi \sin \psi$ $-n \cos \mu \sin \phi \cos \psi \cdot n \sin \mu \sin \phi \sin \psi$,
$=n \sin \mu \sin \psi\left\{(1+n) \cos \phi-n \cos \mu \cos \psi\left(\cos ^{2} \phi+\sin ^{2} \phi\right)\right\}$
$=n \sin \mu \sin \psi\{\cos \phi+n(\cos \phi-\cos \mu \cos \psi)\}$,
that is
$Q \frac{d P}{d \phi}-P \frac{d Q}{d \phi}=n \sin \mu \sin \psi(\cos \phi+n \sin \mu \sin \psi \Delta \phi)$,
and similarly
$Q \frac{d P}{d \psi}-P \frac{d Q}{d \psi}=n \sin \mu \sin \phi(\cos \psi+n \sin \mu \sin \phi \Delta \psi)$.
The equation to be verified is thus
$\left(1+n \sin ^{2} \mu\right)\left(\sin ^{2} \psi-\sin ^{2} \phi\right)=\sin \mu \sin \psi(\cos \phi+n \sin \mu \sin \psi \Delta \phi) \Delta \phi$
$-\sin \mu \sin \phi(\cos \psi+n \sin \mu \sin \phi \Delta \psi) \Delta \psi$,
breaking up into the two equations

$$
\sin ^{2} \psi-\sin ^{2} \phi=\sin \mu(\sin \psi \cos \phi \Delta \phi-\sin \phi \cos \psi \Delta \psi),
$$

and $\sin ^{2} \psi-\sin ^{2} \phi=\sin ^{2} \psi \Delta^{2} \phi-\sin ^{2} \phi \Delta^{4} \psi$,
the former of which is equivalent to the equation which gives the addition-theorem for the second kind of integrals, and the latter is obviously true.

New Notations for the Integrals of the Second and Third Kinds. Art. Nos. 135 to 137.
135. If in the equation $E \phi=\int_{0} \Delta \phi d \phi$ we write $\sin \phi=8 \mathrm{n} u$, and consequently $d \phi=\operatorname{dn} u d u, \Delta \phi=\mathrm{dn} u$, the value of $E \phi$ becomes $=\int_{0} \mathrm{dn}^{2} u d u$, or what is the same thing $\int_{0}\left(1-k^{2} \operatorname{sn}^{2} u\right) d u$, Jacobi, changing the original signification of the functional symbol $E$, calls this $E u$, viz. be writes

$$
E u=\int_{0} \operatorname{dn}^{2} u d u
$$

the effect being to throw the addition-theorem into the form

$$
E u+E v-E(u+v)=k^{2} \operatorname{sn} u \operatorname{sn} v \operatorname{sn}(u+v) .
$$

He further considers in place of $E u$ a new function $Z u$, differing from it only by a multiple of $u$, viz. we have

$$
Z u=E u-\frac{E}{K} u, \quad=u\left(1-\frac{E}{K}\right)-k^{2} \int_{0} \operatorname{sn}^{2} u d u
$$

where $E$ is the complete integral of the second kind. Substituting for $E$ its expression in terms of $Z$, we thus have

$$
Z u+Z v-Z(u+v)=k^{2} \operatorname{sn} u \operatorname{sn} v \operatorname{sn}(u+v)
$$

136. If similarly in the equation $\Pi \phi=\int_{0} \frac{d \phi}{\left(1+n \sin ^{2} \phi\right) \Delta \phi}$, we write $\sin \phi=\sin u$, and therefore $\frac{d \phi}{\Delta \phi}=d u$, the value of $\Pi \phi$ becomes $=\int_{0} \frac{d u}{1+n \mathrm{sn}^{2} u}$; and if, changing the notation, this were called $\Pi u$, we should have

$$
\Pi u=\frac{d u}{1+n \operatorname{sn}^{2} u}
$$

or what is the same thing,

$$
\Pi u-u=\int_{0} \frac{-n \operatorname{sn}^{2} u d u}{1+n \mathrm{si}^{\frac{2}{2}} u} .
$$

The effect would be to change the addition-theorem into

$$
\Pi u+\Pi v-\Pi(u+v)=\int \frac{d R}{1+a K^{2}}
$$

where

$$
R=\frac{n \operatorname{sn} u \operatorname{sn} v \operatorname{sn}(u+v)}{1+n-n \cos u \operatorname{cn} v \operatorname{cn}(u+v)} .
$$

137. Jacobi makes however a further change of notation, viz. expressing the parameter $n$ in the form $-k^{2} \operatorname{sn}^{2} a^{*}$, he omits from $\Pi u$ the term $u$ and multiplies the remaining term by a constant factor; he writes in fact

$$
\Pi(u, a)=\int_{0} \frac{k^{2} \operatorname{sn} a \operatorname{cn} a \operatorname{dn} a \operatorname{sn}^{2} u d u}{1-k^{x} \sin ^{2} a \operatorname{sn}^{2} u} .
$$

The full advantages of the change will appear in the sequel, but it is convenient to mention here that the addition-theorem takes the form

$$
\begin{aligned}
\Pi(u, a)+\Pi(v, a) & -\Pi(u+v, a) \\
& =\frac{1}{2} \log \frac{1-k^{2} \operatorname{sn} u \operatorname{sn} v \operatorname{sn}(u+v-a) \operatorname{sn} a}{1+k^{2} \operatorname{sn} u \operatorname{sn} v \operatorname{sn}(u+v+a) \operatorname{sn} a} .
\end{aligned}
$$

The Third Kind of Elliptic Integral. Outline of the further Theory. Art. Nos. 138 to 147.

- 138. We have a theory for the addition of the parameters, including in it a theory of the reduction of the parameter to the forms $-1+k^{2} \sin ^{2} \theta$, and $-k^{2} \sin ^{2} \theta$ respectively. This is derived from the consideration of the function

$$
\pi=\frac{\sin \phi \cos \phi}{\left(1+\zeta \sin ^{z} \phi\right) \Delta^{\prime}}
$$

where $\zeta$ is an arbitrary constant. Taking also $\rho$ an arbitrary constant, we obtain

$$
\frac{d \sigma}{1+\rho \sigma^{2}}=\frac{d \phi}{\Delta} \frac{1-(2+\zeta) \sin ^{2} \phi+(1+2 \zeta) k^{2} \sin ^{4} \phi-\zeta k^{2} \sin ^{6} \phi}{\left(1+\zeta \sin ^{2} \phi\right)^{2}\left(1-k^{4} \sin ^{8} \phi\right)+\rho \sin ^{2} \phi\left(1-\sin ^{2} \phi\right)},
$$

[^2]and putting the denominator
$$
=\left(1+n \sin ^{2} \phi\right)\left(1+n^{\prime} \sin ^{2} \phi\right)\left(1+m \sin ^{2} \phi\right),
$$
and decomposing into an integer part and partial fractions, we have
$$
\frac{d \pi}{1+\rho \sigma^{2}}=\frac{d \phi}{\Delta}\left\{\frac{1}{\zeta}+\frac{A}{1+n \sin ^{2} \phi}+\frac{A^{\prime}}{1+n^{\prime} \sin ^{2} \phi}+\frac{B}{1+m \sin ^{2} \phi}\right\},
$$
whence integrating from $\phi=0$,
$$
A \Pi n+A^{\prime} \Pi n^{\prime}+B \Pi m+\frac{1}{\zeta} F=\int_{1+\rho w^{*}}^{d}
$$
where the integral on the right-band side is
$$
=\frac{1}{\sqrt{\rho}} \tan ^{-1} \varpi \sqrt{\rho}, \text { or } \frac{1}{2 \sqrt{-\rho}} \log _{\frac{1}{1-w \sqrt{-\rho}}}^{1+},
$$
according as $\rho$ is positive or negative.
139. There are two particular cases, $\zeta=-1$, that is $\omega=\frac{\tan \phi}{\Delta}$, and $\zeta=0$, that is $\approx=\frac{\sin \phi \cos \phi}{\Delta}$, in each of which one of the terms, say $B \Pi m$, disappears, and the formula takes the more simple form
$$
A \Pi n+A^{\prime} \Pi n^{\prime}+C F=\int \frac{d w}{1+\rho w^{2}},
$$
establishing a relation between only the two functions $\Pi_{n}, \Pi_{n}$. In the first of these the parameters $n, n^{\prime}$ are connected by the relation $n n^{\prime}=k^{\prime}$ : in the second by the relation
$$
(1+n)\left(1+n^{\prime}\right)=k^{\prime 2} .
$$

Hence by the first relation the function $\Pi n$, where $n$ is positive or negative, but in absolute value greater than 1 , is expressed by means of the function $\Pi n^{\prime}$, where $n^{\prime}$ (having the same sign as $n$ ) is in absolute magnitude less than $k^{2}:$ in particular $n$ being negative and greater than 1 , that is, between $(-1,-\infty)$, $n^{\prime}$ will be between 0 and $-k^{2}$. If $n$ be positive and greater than 1 , then in the second relation $n^{\prime},=-1+\frac{k^{\prime 2}}{n+1}$, will be negative and between $-1,-k^{a}$ : and it thus appears that the
only values of $n$ whieh need be considered are the negative values between ( $0,-1$ ): viz. we may have $n$ between ( $0,-k^{3}$ ) say $n=-k^{2} \sin ^{2} \theta$, or else $n$ between $\left(-k^{2},-1\right)$ say $n=-1+k^{2} \sin ^{2} \theta$. Observe that in the former case $\alpha_{1}=(1+n)\left(1+\frac{k^{2}}{n}\right)$, is negative, and in the addition-theorem we have a logarithm; in the second case $\alpha$ is positive and we bave a eireular function (the inverse function $\tan ^{-1}$ ). This leads to the eonsideration of two kinds of funetions $\Pi$, viz. $n=-k^{2} \sin ^{2} \theta$, logarithmie functions, and $n=-1+k^{2} \sin ^{2} \theta$, eircular functions: there is a convenience in taking $n=-k^{3} \sin ^{2} \theta$, as a universal form, allowing $\theta$ to assume imaginary values.
140. Recurring to the general form

$$
A \Pi n+A^{\prime} \Pi n^{\prime}+B \Pi m+\frac{1}{\zeta} F=\int \frac{d w}{1+\rho w^{2}},
$$

we may consider herein $n, n^{\prime}$ as arbitrary quantities, $m$ as a determinate funetion of $n, n^{\prime}$; it is in fact obtained by means of a quadratie equation. Taking $n, n^{\prime}$ to be real the value of $m$ will in eertain cases be imaginary : and eonversely taking $m$ to be a given imaginary quantity it is possible to determine real values for $n, n^{\prime}$ : and thus the function $\Pi m$ of a given imaginary parameter is made to depend upon two functions $\Pi n, \Pi n^{\prime}$ of real parameters. This may be effeeted in a different manner: viz, taking $n, n^{\prime}$ to be conjugate imaginaries we obtain two real values of $m$, and thenee two formule eaeh involving the conjugate imaginary funetions $\Pi 1 n, \Pi n^{\prime}$ : the combination of these would lead to the expressions of $\Pi n, \Pi n^{\prime}$ in terms of the two real functions $\Pi m_{t}, \Pi m_{v}$.

In either of the ways just referred to we in effect obtain an expression for the function of the third kind $\Pi n$, of imaginary parameter, in terms of two functions with real parameters: but it will presently appear that the solution admits of a very eonsiderable simplification.
141. Introdueing in the formula for $n, n^{\prime}, m$ the values $-k^{2} \sin ^{2} p,-k^{2} \sin ^{2} q,-k^{2} \sin ^{2} \theta$, the relation between $n, n^{\prime}, m$ gives a relation between $p, q, \theta$, viz. this is found to be

$$
k^{\prime}\left(1-k^{3} \sin p \sin q \sin \theta\right)=\Delta_{p} \Delta_{q} \Delta \theta,
$$

being in fact equivalent to the relation

$$
F p+F q-F \theta-F_{1}=0
$$

or (what is the same thing) $p, q, \theta$ being connected by this equation, and writing $\Pi_{p}$, \&c. in place of $\Pi\left(-k^{s} \sin ^{2} p\right)$, \&c., we have between the three functions the foregoing relation

$$
A \Pi p+A^{\prime} \Pi q+B \Pi \theta+\frac{1}{\zeta} F=\int \frac{d w}{1+\rho w^{2}} .
$$

142. It is natural in place of $\theta$ to introduce a new angle $\theta^{\prime}$ such that $F \theta+F_{1}=F \theta^{\prime}$, the relation between $p, q, \theta^{\prime}$ being consequently the algebraical relation answering to $F p+F q-F \theta=0$. The function $\Pi \theta$ can be expressed in terms of $\Pi \theta^{\prime}$, and the resulting equation is found to be

$$
\begin{aligned}
& \frac{\cos p \Delta p}{\sin p}\left(\Pi p-F^{\prime}\right)+\frac{\cos q \Delta q}{\sin q}(\Pi q-F)-\frac{\cos \theta^{\prime} \Delta \theta^{\prime}}{\sin \theta^{\prime}}\left(\Pi \theta^{\prime}-F^{\prime}\right) \\
& =k^{\prime} \sin p \sin q \sin \theta^{\prime} \cdot F+\frac{1}{2} \log \frac{\left[A+h^{x} \sin p \sin q \sin \phi \cdot B\right] A^{\prime}}{\left[A^{\prime}+k^{2} \sin p \sin q \sin \phi \cdot B\right] A},
\end{aligned}
$$

where $A, B, A^{\prime}, B^{\prime}$ are certain functions of $\theta^{\prime}$ and $\phi$.
143. This equation assumes a very simple form on writing therein $\sin \phi=\operatorname{sn} u, \sin p=\operatorname{sn} a, \sin q=\operatorname{sn} b$, and therefore (by reason of $\left.F p+F q-F \theta^{\prime}=0\right) \sin \theta^{\prime}=\operatorname{sn}(a+b)$ : and by introducing Jacobi's notation for the function $\Pi$; viz. making the changes in question the three terms on the left-hand side are to a common factor près $\Pi(u, a), \Pi(u, b), \Pi(u, a+b)$ : the logarithmic term is considerably simplified and the final equation is

$$
\begin{gathered}
\Pi(u, a)+\Pi(u, b)-\Pi(u, a+b) \\
=k^{2} \operatorname{sn} a \operatorname{sn} b \operatorname{sn}(a+b) \cdot u+\frac{1}{2} \log \frac{1-k^{2} \operatorname{sn} u \operatorname{sn} a \operatorname{sn} b \operatorname{sn}(a+b-u)}{1+k^{2} \operatorname{sn} u \operatorname{sn} a \operatorname{sn} b \operatorname{sn}(a+b+u)},
\end{gathered}
$$

viz. we thus see the theorem in its true point of view as a theorem for the addition of the parameters.
144. We also gain a further insight into the problem of the determination of the function $\boldsymbol{\Pi} \%$ with an imaginary value
of $n$ : viz. any such value is expressible in the form $-k^{2} \mathrm{si}^{2}(a+b i)$, where $a$ and $b$ are real; the function $\Pi n$, or say $\Pi$ ( $u, a+b i$ ), is then made to depend on the two functions $\Pi(u, a), \Pi(u, b i)$, which have each of them a real parameter, viz. in the second function the parameter is $n=-k^{2} \operatorname{sn}^{2} b i$, which is a real positive quantity.
145. There is another theory, the interchange of amplitude and parameter. Starting with the equation

$$
\Pi=\int_{0} \frac{d \phi}{\left(1+n \sin ^{2} \phi\right) \Delta}
$$

we have $\frac{d \Pi}{d n}$ depending on the integral $\int \frac{d \phi}{\left(1+n \sin ^{2} \phi\right)^{2} \Delta}$, which is expressible in terms of $F, E$ and $\Pi$. The terms involving $\frac{d \Pi}{d n}$ and $\Pi$ combine together into a term $\frac{d}{d n} \Pi \sqrt{a}$, where as before $\alpha=(1+n)\left(1+\frac{k^{n}}{n}\right)$, and we have this term equal to a function of $n, \phi$, where $\phi$ enters through the functions $\sin \phi$, $\cos \phi, \Delta, E, F$, but which is algebraical in regard to $n$, viz. the actual equation is

$$
\begin{gathered}
\frac{d}{d n} \Pi \sqrt{\alpha}=-\frac{1}{2} k^{2} F \frac{1}{n^{2} \sqrt{\alpha}}-\frac{1}{2}(F-E) \frac{1}{n \sqrt{a}} \\
\quad+\frac{1}{2} \Delta \sin \phi \cos \phi \frac{1}{\left(1+n \sin ^{2} \phi\right) \sqrt{a}}
\end{gathered}
$$

$\alpha=(1+x)\left(1+\frac{h^{s}}{n}\right)$ as just mentioned: so that integrating in regard to $n$, we have $\Pi \sqrt{\alpha}$ depending on the integrals $\int \frac{d n}{n^{2} \sqrt{\alpha}}$, $\int \frac{d n}{n \sqrt{\alpha}}, \int \frac{d n}{\left(1+n \sin ^{2} \phi\right) \sqrt{\alpha}}$; these are really elliptic integrals as at once appears by writing therein $n=-k^{2} \sin ^{2} \theta$ (viz. we thus adopt for the parameter $n$ the before mentioned form $-k^{2} \sin ^{2} \theta$ ), reducing the integrals to the forms

$$
\int \frac{d \theta}{\sin ^{2} \theta \Delta \theta}, \int \frac{d \theta}{\Delta \theta}, \int \frac{\sin ^{2} \theta d \theta}{\left(1-k^{2} \sin ^{2} \theta \sin ^{2} \phi\right) \Delta \theta},
$$

or ultimately to the forms

$$
\int \frac{d \theta}{\Delta \theta}, \int \Delta \theta d \theta, \text { and } \int \frac{d \theta}{\left(1-k^{2} \sin ^{2} \phi \sin ^{2} \theta\right) \Delta \theta}
$$

viz. the first two of these are $F \theta$ and $E \theta$, and the last is the integral of the third kind $\Pi\left(n^{\prime}, \theta\right)$ with parameter $n^{\prime},=-k^{2} \sin ^{2} \phi$ : the final result is

$$
\begin{gathered}
\cot \theta \Delta \theta\{\Pi(n, \phi)-F \phi\}-\cot \phi \Delta \phi\left\{\Pi\left(n^{\prime}, \theta\right)-F \theta\right\} \\
=E \theta F \phi-E \phi F \theta,
\end{gathered}
$$

which is the equation for the interchange of amplitude and parameter.
146. If as before $\phi=\operatorname{sn} u, \theta=\operatorname{sn} a$, then using Jacobi's notation, the functions on the left-hand side are $\Pi(u, a)$, $\Pi(a, u)$; and the functions $E \phi, E \theta$ are in the same notation $E u, E a$ : the equation therefore is

$$
\Pi(u, a)-\Pi(a, u)=u E a-a E u
$$

or what is the same thing

$$
\Pi(u, a)-\Pi(a, u)=u Z a-a Z u .
$$

Fund. Nova. p. 146.
147. The foregoing outline of the theory of the elliptic integral of the third kind brings up the theory to the point immediately preceding the introduction of Jacobi's function $\boldsymbol{\Theta}$ : viz, his functions $\Pi(u, a), Z u$ are in fact each of them expressed in terms of the new transcendent $\Theta$, by the equations

$$
Z u=\frac{\Theta^{\prime} u}{\Theta u}, \quad \Pi(u, a)=u Z a+\frac{1}{2} \log \frac{\Theta(u-a)}{\Theta(u+a)},
$$

the second of these leads at once to the just-mentioned equation $\Pi(u, a)=\Pi(a, u)=u Z a-a Z u$ (interchange of amplitude and parameter): and by means of this theorem we can from either of the addition-theorems (for the amplitudes, and the parameters respectively) at once derive the other theorem.
c.

Reduction of a given imaginary quantity to the form

$$
\operatorname{sn}(\alpha+\beta i) . \quad \text { Art. Nos. } 148-152
$$

148. By what precedes it appears that there is an advantage in bringing the parameter to the form $-k^{2} \mathrm{sn}^{2} a$ : this however cannot always be done so long as $a$ is restricted to be real: but we have to show that it can be done, admitting imaginary values of $a$ : or what is the same thing, that a given real or imaginary quantity $n$ can always be expressed in the form $-k^{3} \operatorname{sn}^{2}(\alpha+\beta i)$ : that is $\sqrt{\frac{-n}{h^{3}}}$ can always be expressed in the form $\operatorname{sn}(\alpha+\beta i)$ : and the theorem thus is, that taking as usual the modulus $k$ to be a given positive real quantity less than unity, then any given real or imaginary quantity whatever can be expressed in the form sn $(\alpha+\beta i)$.
149. It is to be observed that $a$ and $y$ being given real quantities, the former of them equal to or less than $\pm 1$, we can find the real values $a, \beta$ such that $x=\operatorname{sn} \alpha, i y=\operatorname{sn} i \beta$ : in fact these equations give

$$
x=\operatorname{sn} \alpha, \quad y=\frac{\operatorname{sn}\left(\beta, k^{\prime}\right)}{\operatorname{cn}\left(\beta, k^{\prime}\right)},
$$

and as $\alpha$ passes continuously from 0 to $\pm K$, $\operatorname{sn} \alpha$ passes from 0 to $\pm 1$, that is through every real value $x$ whatever between these limits; and similarly as $\beta$ passes continuously from 0 to $\pm i K^{\prime}, \frac{\operatorname{sn}\left(\beta, k^{\prime}\right)}{\operatorname{cn}\left(\beta, k^{\prime}\right)}$ passes from 0 to $\pm \infty$, that is, through every real value $y$ whatever.

Hence writing

$$
\begin{aligned}
\lambda+\mu i & =\operatorname{sn}(a+\beta i) \\
& =\frac{x \sqrt{1+y^{2} \cdot 1+k^{2} y^{2}}+i y \sqrt{1-x^{4}} \cdot 1-k^{3} x^{3}}{1+k^{2} x^{3} y^{2}}, \\
\text { we have } \quad \lambda & =\frac{x \sqrt{1+y^{2} \cdot 1+k^{2} y^{2}}}{1+k^{2} x^{2} y^{2}}, \mu=\frac{y \sqrt{1-\alpha^{2} \cdot 1-k^{2} x^{2}}}{1+k^{2} x^{2} y^{2}},
\end{aligned}
$$

or what is the same thing

$$
\begin{aligned}
& \lambda^{2}\left(1+k^{2} x^{2} y^{2}\right)^{2}=x^{2}\left(1+y^{2}\right)\left(1+k^{2} y^{2}\right) \\
& \mu^{2}\left(1+k^{2} x^{2} y^{2}\right)^{2}=y^{2}\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)
\end{aligned}
$$

and it only remains to be shown that $\lambda, \mu$ being any given real values whatever, these equations are satisfied by real values of $x, y$, that of $x$ not greater than $\pm 1$; or what is the same thing, that the two curves have real intersections within the limits $x= \pm 1$.
150. This is at once seen by tracing the curves; the first curve has one or other of the two forms shown by the dotted lines; and the second curve has the form shown by the con-

tinuous line (the curves are obviously symmetrical as to the four quadrants, and only a single quadrant is drawn): and there is thus in each quadrant a real intersection for which $x< \pm 1$. The original irrational equations show that $x, y$ have the same signs as $\lambda, \mu$ respectively: there is thus for any given
values of $\lambda, \mu$ a single intersection satisfying the condition in question.
151. But we may further develope the analytical theory: for this purpose instead of the original equations, consider for greater simplicity and symmetry the equations

$$
\begin{aligned}
& \lambda(a b-x y)^{2}=a b x(a-y)(b-y) \\
& \mu(a b-x y)^{2}=a b y(a-x)(b-x) .
\end{aligned}
$$

Each of these represents a quartic curve passing through the points $(a, b),(b, a)$, and the two curves have besides at infinity 10 common points, 5 on the line $x=0$ and 5 on the line $y=0$ : there remain therefore 4 intersections. To find these assume $x y=a b \omega$, the equations become

$$
\begin{aligned}
& \lambda(1-\omega)^{2}=x+\omega y-(a+b) \omega \\
& \mu(1-\omega)^{2}=\omega x+y-(a+b) \omega
\end{aligned}
$$

giving $x, y$ linearly in terms of $\omega$. Solving the equations there is a factor $1-\omega$ which divides out $(\omega=1$ is in fact a solution answering to the two points $(a, b),(b, a))$, and the equations then become

$$
\begin{aligned}
& (\lambda-\mu \omega)(1-\omega)+(a+b) \omega=(1+\omega) x \\
& (\mu-\lambda \omega)(1-\omega)+(a+b) \omega=(1+\omega) y
\end{aligned}
$$

and multiplying together these values and for $x y$ writing $a b \omega$, we have a quartic equation in $\omega$; this is a reciprocal equation, solvable by a quadric; or if for greater convenience we writo $\theta=\left(\frac{\omega-1}{\omega+1}\right)^{2}$, then $\theta$ is also determined by a quadric equation; and putting

$$
\begin{aligned}
& A=a^{2}-2 a(\lambda+\mu)+(\lambda-\mu)^{2} \\
& B=b^{2}-2 b(\lambda+\mu)+(\lambda-\mu)^{2}
\end{aligned}
$$

we find $\theta=\frac{(a-b)^{2}}{(\sqrt{A}-\sqrt{B})^{2}}$, that is $\theta,=\frac{\omega-1}{\omega+1}=\frac{a-b}{\sqrt{A}-\sqrt{B}}$,
and then after some reductions

$$
\begin{aligned}
& x=\frac{(a-b)(\mu-\lambda)+b \sqrt{\bar{A}}-a \sqrt{\bar{B}}}{\sqrt{\bar{A}-\sqrt{B}-a+b}}, \\
& =\frac{1}{4 \lambda}(a+\lambda-\mu+\sqrt{A})(b+\lambda-\mu+\sqrt{\bar{B}}), \\
& y=\frac{(a-b)(\lambda-\mu)+b \sqrt{A}-a \sqrt{B}}{\sqrt{A}-\sqrt{B-a+b}}, \\
& =\frac{1}{4 \mu}(a-\lambda+\mu+\sqrt{ } A)(b-\lambda+\mu+\sqrt{B}),
\end{aligned}
$$

and changing herein the signs of $\sqrt{A}, \sqrt{B}$, we have of course the coordinates of the four points of intersection: it will be observed that $A$ and $B$ being real, these are all real or all imaginary.
152. To return to the original problem we must

$$
\begin{array}{ll}
\text { for } \quad a, b, \lambda, \quad \mu, x, \quad y, \\
\text { write } \quad 1, \frac{1}{k^{2}}, \lambda^{2},-\mu^{2}, x^{2},-y^{2},
\end{array}
$$

whence if now

$$
\begin{aligned}
& A=1-2\left(\lambda^{2}-\mu^{2}\right)+\left(\lambda^{2}+\mu^{2}\right)^{2}, \\
& B=\frac{1}{k^{4}}-\frac{2}{k^{2}}\left(\lambda^{2}-\mu^{2}\right)+\left(\lambda^{2}+\mu^{2}\right)^{2},
\end{aligned}
$$

( $A$ and $B$ being therefore, as is casily seen, each real), and choosing the root for which the radicals have the sign --, we have

$$
\begin{aligned}
& x^{2}=\frac{1}{4 \lambda^{2}}\left(1+\lambda^{2}+\mu^{2}-\sqrt{A}\right)\left(\frac{1}{k^{2}}+\lambda^{2}+\mu^{2}-\sqrt{B}\right), \\
& y^{2}=\frac{1}{4 \mu^{2}}\left(1-\lambda^{2}-\mu^{2}-\sqrt{A}\right)\left(\frac{1}{k^{2}}-\lambda^{2}-\mu^{2}-\sqrt{B}\right),
\end{aligned}
$$

where $x^{2}$ is positive and less than $1, y^{2}$ is positive. By the original investigation it was in fact shown that there was one such sct of values of $\left(x^{2}, y^{2}\right)$, and admitting this it is easy to
see that the set just written down (wherein $x^{2}$ has its least value) must be the set in question : but it must admit of being shown independently that these values of $x^{2}, y^{2}$ do satisfy the conditions in question.

We have thus, by means of the quantities $\operatorname{sn} \alpha,=x$ and $\operatorname{sn} i \beta,=i y$, determined analytically the functions $\alpha, \beta$, which are such that $\operatorname{sn}(\alpha+\beta i)=\lambda+\mu i$, a given imaginary quantity; it may be remarked that the solution, although under a somewhat different form, is substantially identical with that given by Richelot, Crelle, t. 45 (1853), p. 225.

In the remainder of the present chapter we work out the foregoing theories.

Addition of Parameters, and Reduction to Standard Forms. Art. Nos. 153 to 172.
153. We have

$$
\Pi(n, k, \phi)=\int_{0} \frac{d \phi}{\left(1+n \sin ^{2} \phi\right) \sqrt{1-k^{2} \sin ^{2}} \phi}
$$

or expressing only the parameter, and writing for shortuess $\sqrt{1-k^{2} \sin ^{2} \phi}=\Delta$,

$$
\Pi n=\int_{0} \frac{d \phi}{\left(1+n \sin ^{2} \phi\right) \Delta}
$$

Consider the function

$$
\approx=\frac{\sin \phi \cos \phi}{\left(1+\zeta \sin ^{2} \phi\right) \Delta}
$$

where $\zeta$ is a constant. Taking also $\rho$ a constant, we form the equation

$$
\stackrel{d \varpi^{2}}{1+\rho \varpi^{2}}=\frac{d \phi}{\Delta} \frac{1-(2+\zeta) \sin ^{2} \phi+(1+2 \zeta) k^{2} \sin ^{6} \phi-\zeta k^{2} \sin ^{6} \phi}{\left(1+\zeta \sin ^{2} \phi\right)^{2}\left(1-k^{2} \sin ^{2} \phi\right)+\rho \sin ^{2} \phi\left(1-\sin ^{2} \phi\right)}
$$

where the denominator, being a cubic function of $\sin ^{2} \phi$, may be put $=\left(1+n \sin ^{2} \phi\right)\left(1+n^{\prime} \sin ^{2} \phi\right)\left(1+m \sin ^{2} \phi\right)$. The expression which multiplics $\frac{d \phi}{\Delta}$ is then a fraction with this denominator,
and breaking it up into partial fractions there is an integral part $\frac{1}{\zeta}$, and we have

$$
\frac{d w}{1+\rho \sigma^{2}}=\frac{d \phi}{\Delta}\left\{\frac{1}{\zeta}+\frac{A}{1+n \sin ^{2} \phi}+\frac{A^{\prime}}{1+n^{\prime} \sin ^{2} \phi}+\frac{B}{1+m \sin ^{2} \phi}\right\}
$$

whence integrating from $\phi=0$, we have

$$
A \Pi n+A^{\prime} \Pi n^{\prime}+B \Pi n+\frac{1}{\zeta} F=\int \frac{d w}{1+\rho \sigma^{2}},
$$

where the integral expression on the right-hand side is retained to stand for

$$
\frac{1}{\sqrt{\rho}} \tan ^{-1} w \sqrt{\rho}, \quad \text { ( } \rho \text { positive) }
$$

or $\quad \frac{1}{2} \log \frac{1+\varpi \sqrt{-\rho}}{1-\varpi \sqrt{-\rho}}$, ( $\rho$ negative);
and we have thus an identical relation between three functions $\Pi$ each with the same modulus $k$ and amplitude $\phi$, but with the parameters $n, n^{\prime}, m$ respectively.
154. The relations between these quantities and the values of the coefficients $A, A^{\prime}, B$ are given by the equations

$$
\begin{aligned}
n n^{\prime} m & =-k^{2} \zeta^{2}, \\
(1+n)\left(1+n^{\prime}\right)(1+m) & =k^{\prime 2}(1+\zeta)^{\prime}, \\
\left(k^{2}+n\right)\left(k^{2}+n^{\prime}\right)\left(k^{2}+m\right) & =-k^{2} k^{\prime 2} \rho,
\end{aligned}
$$

or, what is the same thing,

$$
\begin{aligned}
n+n^{\prime}+m & =2 \zeta-k^{3}+\rho, \\
n n^{\prime}+m\left(n+n^{\prime}\right) & =\zeta^{2}-2 k^{\prime} \zeta-\rho, \\
n n^{\prime} m & =-k^{3} \zeta^{\prime} .
\end{aligned}
$$

Hence considering $n, n^{\prime}$ as given, we have

$$
1=\frac{k^{\prime} \zeta^{\prime}}{n n^{\prime}}+\frac{k^{2}(1+\zeta)^{2}}{(1+n)\left(1+n^{\prime}\right)},
$$

or, what is the same thing,

$$
\zeta=\frac{-k^{\prime 2} \pm \sqrt{\frac{1+n}{n} \frac{1+n^{\prime}}{n^{\prime}}\left(k^{2}+n\right)\left(k^{2}+n^{\prime}\right)}}{k^{\prime 2}+k^{2} \frac{1+n}{n} \frac{1+n^{\prime}}{n^{\prime}}},
$$

and then

$$
\begin{aligned}
& m=\frac{-k^{2} \zeta^{2}}{n n^{\prime}}, \\
& \rho=-\left(k^{2}+n\right)\left(k^{2}+n^{\prime}\right) \frac{k^{2}+m}{k^{2} k^{2}},
\end{aligned}
$$

and then further

$$
\begin{aligned}
& A=\left\{n^{3}+(2+\zeta) n^{2}+(1+2 \zeta) k^{2} n+\zeta k^{2}\right\} \div n\left(n-n^{\prime}\right)(n-m), \\
& A^{\prime}=\left\{n^{3}+(2+\zeta) n^{\prime 2}+(1+2 \zeta) k^{2} n^{\prime}+\zeta k^{\prime}\right\} \div n^{\prime}\left(n^{\prime}-n\right)\left(n^{\prime}-m\right), \\
& B=\left\{m^{2}+(2+\zeta) m^{2}+(1+2 \zeta) k^{2} m+\zeta k^{\prime \prime}\right\} \div m(m-n)\left(m-n^{\prime}\right) .
\end{aligned}
$$

The reduction of the general formula is somewhat laborious; there are two important particular cases which it is as well to discuss separately: these are

$$
\zeta=-1\left(\omega=\begin{array}{c}
\tan \phi \\
\Delta
\end{array}\right), \text { and } \zeta=0\left(\sigma=\frac{\sin \phi \cos \phi}{\Delta}\right) .
$$

The Case $\zeta=-1,==\frac{\tan \phi}{\Delta}$.
155. We have here

$$
\begin{aligned}
m & =-1, \\
n n^{\prime} & =k^{2}, \\
\left(k^{2}+n\right)\left(k^{2}+n^{\prime}\right) & =k^{2} \rho,
\end{aligned}
$$

which last equation may be written

$$
\left(k^{2}+n\right)\left(k^{2}+\frac{k^{2}}{n}\right)=k^{2} \rho,
$$

or what is the same thing,

$$
\rho=(1+n)\left(1+\frac{k^{2}}{n}\right),=\alpha .
$$

We then have

$$
A=\left\{n^{2}+n^{2}-k^{2} n-k^{2}\right\} \div n\left(n-n^{\prime}\right)(n+1),=\frac{n^{2}-k^{2}}{n\left(n-n^{2}\right)},=1,
$$

and similarly $A^{\prime}=\mathbf{1}$; also $B=0$; so that the parameters $n, n^{\prime}$ being connected by the relation $n n^{\prime}=k^{2}$, we have between the two functions II the relation

$$
\Pi n+\Pi n^{\prime}=F+\int \frac{d w}{1+\alpha w^{\prime \prime}}, \quad\left(f^{\prime}\right)^{*}
$$

viz. a being positive, the integral, substituting therein for w its value, is

$$
=\frac{1}{\sqrt{\alpha}} \tan ^{-1} \frac{\sqrt{x} \tan \phi}{\Delta},
$$

and $a$ being negative it is

$$
=\frac{1}{2 \sqrt{-\alpha}} \log \frac{\Delta+\sqrt{-\alpha} \tan \phi}{\Delta-\sqrt{-\alpha} \tan \phi} .
$$

$$
\text { The Case } \zeta=0, \varpi=\frac{\sin \phi \cos \phi}{\Delta} \text {. }
$$

156. The general expressions are not immediately applicable: they give $m=0$ and then $B=\frac{0}{0}$, but the two terms $\frac{1}{\zeta}$ and $\frac{B}{1+m \sin ^{2} \phi}$ are together equal to a determinate constant, the value of which, $=-\frac{k^{2}}{\rho}$, can be found by writing in the first instance $\zeta=0$ : the formula becomes

$$
\frac{d \sigma}{1+\rho \sigma^{2}}=\left(-\frac{k^{2}}{\rho}+\frac{A}{1+n \sin ^{2} \phi}+\frac{A^{\prime}}{1+n^{\prime} \sin ^{2} \phi}\right) \frac{d \phi}{\Delta},
$$

or what is the same thing

$$
A \Pi n+A^{\prime} \Pi n^{\prime}-\frac{k^{2}}{\rho} F=\int \frac{d w}{1+\rho \sigma^{n}}
$$

[^3]where
\[

$$
\begin{gathered}
n+n^{\prime}=-k^{2}+\rho, \\
n n^{\prime}=-\rho, \\
A=\frac{n^{2}+2 n+k^{2}}{n\left(n-n^{\prime}\right)}, A^{\prime}=\frac{n^{\prime \prime}+2 n^{\prime}+k^{2}}{n^{\prime}\left(n^{\prime}-n\right)} .
\end{gathered}
$$
\]

We have therefore $n+n^{\prime}+n n^{\prime}=-k^{2}$, or what is the same thing

$$
(1+n)\left(1+n^{\prime}\right)=k^{\prime 2},
$$

which is the relation between $n, n^{\prime}$. And then writing

$$
A=\frac{(n+1)^{2}-k^{\prime 2}}{n\left(n-n^{\prime}\right)}
$$

and substituting for $k^{\prime 2}$ its value we find

$$
A=\frac{n+1}{n}, \text { and similarly } A^{\prime}=\frac{n^{\prime}+1}{n^{\prime}}
$$

Moreover writing for $\rho$ its value the formula becomes

$$
\frac{n+1}{n} \Pi n+\frac{n^{\prime}+1}{n^{\prime}} \Pi n^{\prime}+\frac{h^{\prime}}{n n^{\prime}} F=\int \frac{d \nabla^{\prime}}{1-n n^{\prime} \varpi^{2}}
$$

which is the relation between two functions $\Pi$.
157. The two formulæ $\left(f^{\prime}\right)$ and $\left(g^{\prime}\right)$ enable us to perform the reduction of functions of real parameter. We may consider the four cases
I. $n$ positive,

$$
=\cot ^{2} \theta ;
$$

$$
\sqrt{\alpha}=\frac{\Delta\left(k^{\prime}, \theta\right)}{\sin \theta \cos \theta} .
$$

II. $n$ negative and between $0,-k^{2}, \quad=-k^{2} \sin ^{2} \theta$;

$$
\sqrt{-a}=\cot \theta \Delta(k, \theta)
$$

III. $n$ ncgative and between $-k^{2}$ and $-1,=-1+k^{2} \sin ^{2} \theta$;

$$
\sqrt{\alpha}=\frac{k^{\prime 2} \sin \theta \cos \theta}{\Delta\left(k^{\prime}, \theta\right)}
$$

IV. $n$ negative and between $-1,-\infty,=-\frac{1}{\sin ^{2} \theta}$;

$$
\sqrt{-x}=\cot \theta \Delta(k, \theta) ;
$$

where in each case the value is annexed of $\sqrt{\alpha}$ or $\sqrt{-\alpha}$ as the case may be. Observe that in the cases I. and III. $\alpha$ is positive, or the function is circular: in II. and IV. $\alpha$ is negative or the function is logarithmic.
158. It is very noticeable how the formulx $\left(f^{\prime}\right)$ and ( $g^{\prime}$ ) give each of them a relation between two circular functions or two logarithmic functions, but not in any case a relation between a circular function and a logarithmic function. Treating $n, n^{\prime}$ as coordinates, we shade by vertical lines the spaces

for which $n$ is circular and by horizontal lines those for which $n^{\prime}$ is circular: the two curves $n n^{\prime}=k^{2}$ and $(1+n)\left(1+n^{\prime}\right)=k^{\prime \prime}$, are then hyperbolas lying wholly in the spaces which are either cross-shaded or else white, viz. the corresponding valucs $n, n^{\prime}$ are both circular or both logarithmic.
159. In the formula ( $f^{\prime}$ ), taking $n=-\frac{1}{\sin ^{2} \theta}$ we have $n^{\prime}=-k^{2} \sin ^{2} \theta$, and thence, substituting for $\alpha$ its value,

$$
\begin{aligned}
& \Pi\left(-\frac{1}{\sin ^{2} \theta}\right)+\Pi\left(-k^{2} \sin ^{2} \theta\right) \\
& \quad=F+\frac{1}{2 \cot \theta \Delta(k, \theta)} \log \frac{\Delta+\cot \theta \Delta(k, \theta) \tan \phi}{\Delta-\cot \theta \Delta(k, \theta) \tan \phi},
\end{aligned}
$$

or as this is better written

$$
=F+\frac{1}{2 \cot \theta \Delta(k, \theta)} \log \frac{\cot \phi \Delta(k, \phi)+\cot \theta \Delta(k, \theta)}{\cot \phi \Delta(k, \phi)-\cot \theta \Delta(k, \theta)} .
$$

This equation shows that a logarithmic function of parameter which is negative and in absolute magnitude greater than 1 , may be reduced to depend on a like function where the parameter is negative and in absolute magnitude less than $k^{2}$. The first-mentioned kind of logarithmic functions presents the difficulty that the function under the integral sign becomes infinite in the course of the integration (viz. for the real value $\left.\sin ^{2} \phi=-\frac{1}{n}\right)$ : we therefore always consider the reduction as made, and attend only to the case where the parameter is of the form $-k^{2} \sin ^{2} \theta$.
160. The formula ( $f$ ) gives also a relation between two circular functions of positive parameter, viz. writing therein $n=\cot ^{2} \theta$ we have $n^{\prime}=k^{2} \tan ^{2} \theta$. And the relation is $\Pi\left(\cot ^{2} \theta\right)+\Pi\left(k^{\prime} \tan ^{2} \theta\right)=F+\frac{\sin \theta \cos \theta}{\Delta\left(k^{\prime}, \theta\right)} \tan ^{-2} \frac{\Delta\left(k^{\prime}, \theta\right) \tan \phi}{\Delta(k, \phi) \sin \theta \cos \theta}$, which in fact serves to reduce a circular function of positive parameter greater than $k$ to a like function of parameter less than $k$ : but the original form

$$
\Pi_{n}+\Pi\left(\frac{k^{2}}{n}\right)=F+\frac{1}{\sqrt{\alpha}} \tan ^{-1} \frac{\sqrt{\alpha} \tan \phi}{\Delta},
$$

is for this purpose equally if not more convenient.
161. The formula ( $g^{\prime}$ ) gives in like manner a relation between two logarithmic functions, or two circular functions: as regards the first case observe that if $n, n^{\prime}$ are both negative they are both in absolute magnitude greater than 1 , (viz. $1+n$, $1+n^{\prime}$ are each negative); and we have thus a relation between two logarithmic functions with parameters of this form ; but such functions being excluded from consideration, the formula is not written down. There remains the case where the parameters (being by supposition logarithmic) are each negative and in absolute magnitude less than $k^{3}$ : viz. writing $n=-k^{2} \sin ^{2} \theta$, $n^{\prime}=-k^{2} \sin ^{2} \lambda$, the relation between the parameters is $\left(1-k^{2} \sin ^{2} \theta\right)\left(1-k^{2} \sin ^{2} \lambda\right)=k^{2}$, or what is the same thing $\left(\cos ^{2} \theta+k^{2} \sin ^{2} \theta\right)\left(\cos ^{2} \lambda+k^{2} \sin ^{2} \lambda\right)=k^{2}$, or as this may be written $\left(1+k^{2} \tan ^{2} \theta\right)\left(1+k^{n} \tan ^{2} \lambda\right)=k^{n}\left(1+\tan ^{2} \theta\right)\left(1+\tan ^{2} \lambda\right)$, whence finally the relation is $1=k^{\prime} \tan \lambda \tan \theta$, (answering it will be observed to the transcendental relation $F \theta+F \lambda=F_{2}$ ).

We then have

$$
\frac{1+n}{n}=\frac{1+k^{2} \tan ^{2} \theta}{-k^{2} \tan ^{2} \theta},=\frac{k^{2}}{k^{2}}\left(-1-\tan ^{2} \lambda\right),=-\frac{k^{2}}{k^{2} \cos ^{2} \lambda},
$$

and completing the substitution, the formula becomes
$\cos ^{2} \theta \Pi\left(-k^{2} \sin ^{2} \theta\right)+\cos ^{2} \lambda \Pi\left(-k^{2} \sin ^{2} \lambda\right)$

$$
=F+\frac{1}{2} \sin \theta \sin \lambda \log \left(\frac{\Delta \phi-k^{2} \sin \theta \sin \lambda \sin \phi \cos \phi}{\Delta \phi+k^{2} \sin \theta \sin \lambda \sin \phi \cos \phi}\right),
$$

where as above $1=k^{\prime} \tan \theta \tan \lambda$. The formula enables the reduction of a logarithmic function of parameter $-k^{3} \sin ^{2} \theta$ in absolute magnitude greater than ( $1-k^{\prime}$ ) (or for which $\left.\tan \theta>\frac{1}{\sqrt{k}}\right)$ to a like function of parameter in absolute magnitude less than $\left(1-k^{\prime}\right)$ (or for which $\tan \theta<\frac{1}{\sqrt{k}}$ ). But it is convenient, not using the formula, and therefore without thus restricting the valuc of $\theta$, to retain $-k^{2} \sin ^{2} \theta$ as the expression for the parameter.
162. In the same formula $\left(g^{\prime}\right)$ if the parameters are both circular they may be taken to be $n=\cot ^{2} \theta$ and $n^{\prime}=-1+k^{n} \sin ^{2} \theta$; and the formula becomes

$$
\begin{aligned}
\Pi\left(\cot ^{2} \theta\right) & -\frac{k^{2} \sin ^{2} \theta \cos ^{2} \theta}{1-k^{2} \sin ^{2} \theta} \Pi\left(-1+k^{\prime 2} \sin ^{2} \theta\right) \\
& =\frac{k^{2} \sin ^{2} \theta}{1-k^{\prime 2} \sin ^{2} \theta} F+\frac{\sin \theta \cos \theta}{\Delta\left(k^{\prime}, \theta\right)} \tan ^{-1} \frac{\sin \phi \cos \phi \Delta\left(k^{\prime}, \theta\right)}{\tan \theta \Delta(k, \phi)},
\end{aligned}
$$

which is a formula for the reduction of a circular function of positive parameter $\cot ^{2} \theta$ to a circular function of negative parameter $-1+k^{\boldsymbol{*}} \sin ^{\prime} \theta$.

## 163. The above formula

$$
\begin{aligned}
& \cos ^{2} \theta \Pi\left(-k^{2} \sin ^{2} \theta\right)+\cos ^{2} \lambda \Pi\left(-k^{2} \sin ^{2} \lambda\right) \\
&=F+\frac{1}{2} \sin \theta \sin \lambda \log \left(\frac{\Delta \phi-k^{2} \sin \theta \sin \lambda \sin \phi \cos \phi}{\Delta \phi+k^{2} \sin \theta \sin \lambda \sin \phi \cos \phi}\right)
\end{aligned}
$$

may be written under a slightly different form: viz, expressing it first in the form

$$
\begin{aligned}
& \cos ^{2} \theta\left[\Pi\left(-k^{2} \sin ^{2} \theta\right)-F\right]+\cos ^{2} \lambda\left[\Pi\left(-k^{2} \sin ^{2} \lambda\right)-F\right] \\
&=\left(1-\cos ^{2} \theta-\cos ^{2} \lambda\right) F+\frac{1}{2} \sin \theta \sin \lambda \log \Omega,
\end{aligned}
$$

and dividing the whole by $\sin \theta \sin \lambda$; then reducing the coefficients of the several terms by means of the relation $1=k^{\prime} \tan \lambda \tan \theta$, and finally restoring the value of $\Omega$ under a slightly altered form the equation becomes

$$
\begin{aligned}
& \frac{\cos \theta \Delta \theta}{\sin \theta}\left[\Pi\left(-k^{z} \sin ^{2} \theta\right)-F^{\prime}\right]+\frac{\cos \lambda \Delta \lambda}{\sin \lambda}\left[\Pi\left(-k^{z} \sin ^{2} \lambda\right)-F\right] \\
& \quad=\frac{k^{2}}{k^{\prime}} \cos \lambda \cos \theta \cdot F+\frac{1}{2} \log \left(\frac{k^{\prime} \Delta \phi-k^{3} \cos \lambda \cos \theta \sin \phi \cos \phi}{k^{\prime} \Delta \phi+k^{3} \cos \lambda \cos \theta \sin \phi \cos \phi}\right)
\end{aligned}
$$

where as before $1=k^{\prime} \tan \lambda \tan \theta$.
164. If to fix the ideas we consider herein $\theta, \lambda$ as positive and less than $\frac{1}{2} \pi$, then writing $\theta^{\prime}=\pi-\lambda$, the relation between $\theta, \theta^{\prime}$ will be $k^{\prime} \tan \theta \tan \theta^{\prime}=-1,\left(\theta\right.$ and $\theta^{\prime}$ each positive but
$\theta<\frac{1}{2} \pi, \theta>\frac{1}{2} \pi$ ). Substituting for $\lambda$ its value $\pi-\theta$ the formula becomes

$$
\begin{aligned}
& \frac{\cos \theta \Delta \theta}{\sin \theta}\left[\Pi\left(-k^{2} \sin ^{2} \theta\right)-F^{\prime}\right]-\frac{\cos \theta^{\prime} \Delta \theta^{\prime}}{\sin \theta^{\prime}}\left[\Pi\left(-k^{2} \sin ^{2} \theta^{\prime}\right)-F\right] \\
& \quad=-\frac{k^{2}}{k^{\prime}} \cos \theta \cos \theta^{\prime} \cdot F+\frac{1}{2} \log \frac{k^{\prime} \Delta \phi+k^{2} \cos \theta \cos \theta \sin \phi \cos \phi}{k^{\prime} \Delta \phi-k^{3} \cos \theta \cos \theta \sin \phi \cos \phi},
\end{aligned}
$$

which is a form used in the sequel.

## The general Case resumed.

165. Returning now to the general equation

$$
A \Pi n+A^{\prime} \Pi n^{\prime}+B \Pi m+\frac{1}{\zeta} F=\int \frac{d w}{1+\rho w^{2}},
$$

write

$$
\begin{aligned}
n & =-k^{3} \sin ^{2} p, \\
n^{\prime} & =-k^{3} \sin ^{2} q \\
m & =-k^{2} \sin ^{2} \theta ;
\end{aligned}
$$

then introducing these values we have

$$
\begin{aligned}
\zeta & =-k^{2} \sin p \sin q \sin \theta \\
\rho & =-\frac{k^{4}}{k^{2}} \cos ^{2} p \cos ^{2} q \cos ^{2} \theta \\
k^{2}(1+\zeta)^{2} & =\left(1-k^{2} \sin ^{2} p\right)\left(1-k^{2} \sin ^{2} q\right)\left(1-k^{2} \sin ^{2} \theta\right)
\end{aligned}
$$

or writing this last under the form

$$
k^{\prime}(1+\zeta)=\Delta p \Delta q \Delta \theta
$$

we have $\quad k^{\prime}\left(1-k^{2} \sin p \sin q \sin \theta\right)=\Delta p \Delta q \Delta \theta$
as the relation between the parametric angles $p, q, \theta$. This is in fact equivalent to the transcendental equation

$$
F p+F q-F \theta-F_{1}^{\prime}=0
$$

and it suggests the introduction into the formulæ in place of $\theta$, of a new angle $\theta^{\prime}$, such that $F \theta+F_{1}=F \theta^{\prime}$ and consequently

$$
F p+F q-F \theta^{\prime}=0
$$

166. But let us first express $B$ in terms of the original angles $p, q, \theta$. We have

$$
B=\frac{m^{3}+(2+\zeta) m^{2}+(1+2 \zeta) k^{2} m+\zeta k^{2}}{m(m-n)\left(m-n^{2}\right)},
$$

the numerator is

$$
\begin{aligned}
& \quad-k^{6} \sin ^{4} \theta \\
& +\left(2-k^{2} \sin \theta \sin p \sin q\right) k^{4} \sin ^{4} \theta \\
& +\left(1-2 k^{2} \sin \theta \sin p \sin q\right) \cdot-k^{4} \sin ^{2} \theta \\
& \quad-k^{4} \sin \theta \sin p \sin q, \\
& =-k^{4} \sin \theta\left[\sin \theta\left(1-2 \sin ^{2} \theta+k^{2} \sin ^{4} \theta\right)\right. \\
& \left.\quad \quad+\sin p \sin q\left(1-2 k^{2} \sin ^{2} \theta+k^{2} \sin ^{4} \theta\right)\right], \\
& =-k^{4} \sin \theta\left[(\sin \theta+\sin p \sin q) \cos ^{2} \theta \Delta^{2} \theta\right. \\
& \left.\quad-k^{2} \sin ^{2} \theta(\sin \theta-\sin p \sin q)\right],
\end{aligned}
$$

and the denominator is

$$
-k^{s} \sin ^{2} \theta\left(\sin ^{2} \theta-\sin ^{2} p\right)\left(\sin ^{2} \theta-\sin ^{2} q\right)
$$

whence

$$
\dot{B}=\frac{\cos ^{2} \theta \Delta^{2} \theta(\sin \theta+\sin p \sin q)-k^{\prime} \sin ^{2} \theta(\sin \theta-\sin p \sin q)}{k^{2} \sin \theta\left(\sin ^{2} \theta-\sin ^{2} p\right)\left(\sin ^{2} \theta-\sin ^{2} q\right)} .
$$

167. The relation between $\theta, \theta^{\prime}$ may be written under the forms

$$
\begin{array}{rl|l}
\sin \theta=-\frac{\cos \theta^{\prime}}{\Delta \theta^{\prime}}, & \sin \theta^{\prime}=\frac{\cos \theta}{\Delta \theta} \\
\cos \theta=\frac{k^{\prime} \sin \theta^{\prime}}{\Delta \theta^{\prime}}, & \cos \theta^{\prime}=-\frac{k^{\prime} \sin \theta}{\Delta \theta} \\
\Delta \theta=\frac{k^{\prime}}{\Delta \theta^{\prime}}, & \Delta \theta^{\prime}=\frac{k^{\prime}}{\Delta \theta}
\end{array}
$$

IIence in the last-mentioned expression of $B$, the numerator is

$$
\frac{k^{\prime 4} \sin ^{2} \theta^{\prime}}{\Delta^{\prime} \theta^{\prime}}\left(-\frac{\cos \theta^{\prime}}{\Delta \theta^{\prime}}+\sin p \sin q\right)+\frac{k^{\prime 2} \cos ^{2} \theta^{\prime}}{\Delta^{\prime} \theta^{\prime}}\left(\frac{\cos \theta^{\prime}}{\Delta \theta^{\prime}}+\sin p \sin q\right),
$$

which is

$$
\begin{aligned}
=\begin{aligned}
k^{\prime 2} \\
\Delta^{\prime 2} \theta^{\prime}
\end{aligned} k^{\prime 4} \sin ^{2} \theta^{\prime}\left(-\cos \theta^{\prime}\right. & \left.+\sin p \sin q \Delta \theta^{\prime}\right) \\
& \left.+\cos ^{2} \theta^{\prime} \Delta^{2} \theta^{\prime}\left(\cos \theta^{\prime}+\sin p \sin q \Delta \theta^{\prime}\right)\right] .
\end{aligned}
$$

But in virtue of the relation between $p, q, \theta^{\prime}$ we have $\cos \theta^{\prime}=\cos p \cos q-\sin p \sin q \Delta \theta^{\prime}$,
or the numerator is
$=\frac{k^{\prime 2}}{\Delta^{5} \theta^{\prime}}\left[k^{\prime 2} \sin ^{2} \theta^{\prime}\left(\cos p \cos q-2 \cos \theta^{\prime}\right)+\cos ^{2} \theta^{\prime} \Delta^{2} \theta^{\prime} \cdot \cos p \cos q\right]$,
say this is

$$
=\frac{k^{\prime \prime}}{\Delta^{s} \theta^{\prime} \Omega}
$$

Then we have
$\Omega \cos p \cos q=\left(\cos ^{2} \theta^{\prime} \Delta^{2} \theta^{\prime}+k^{2} \sin ^{2} \theta^{\prime}\right) \cos ^{2} p \cos ^{2} q$ $-k^{\prime 2} \sin ^{2} \theta^{\prime} .2 \cos p \cos q \cos \theta^{\prime}$.
But
$1-\cos ^{2} p-\cos ^{2} q-\cos ^{2} \theta^{\prime}-k^{2} \sin ^{2} p \sin ^{2} q \sin ^{2} \theta^{\prime}$ $=-2 \cos p \cos q \cos \theta^{\prime}$,
say $\quad \quad R \sin ^{2} \theta^{\prime}-\cos ^{2} p-\cos ^{2} q=-2 \cos p \cos q \cos \theta^{\prime}$,
where $\quad R=1-k^{2} \sin ^{2} p \sin ^{2} q$.
Hence
$\Omega \cos p \cos q=\left(\cos ^{2} \theta^{\prime} \Delta^{2} \theta^{\prime}+k^{\prime 2} \sin ^{2} \theta^{\prime}\right) \cos ^{2} p \cos ^{2} q$ $+k^{\prime 2} \sin ^{2} \theta^{\prime}\left(R \sin ^{2} \theta^{\prime}-\cos ^{2} p-\cos ^{2} q\right)$, $=\left(1-2 k^{2} \sin ^{2} \theta^{\prime}+k^{2} \sin ^{4} \theta^{\prime}\right) \cos ^{2} p \cos ^{2} q$ $+k^{2} \sin ^{2} \theta^{\prime}\left(R \sin ^{2} \theta^{\prime}-\cos ^{2} p-\cos ^{2} q\right)$, $=\cos ^{2} p \cos ^{2} q$
$+\sin ^{2} \theta\left[-2 k^{2} \cos ^{2} p \cos ^{2} q-k^{\prime 2}\left(\cos ^{2} p+\cos ^{2} q\right)\right]$,
$+\sin ^{4} \theta^{\prime}\left[k^{2} \cos ^{2} p \cos ^{2} q+k^{2}\left(1-k^{2} \sin ^{2} p \sin ^{2} q\right)\right]$,
which is

$$
\begin{aligned}
= & \cos ^{2} p \cos ^{2} q \\
& \quad-\sin ^{2} \theta^{\prime}\left(\cos ^{2} p \Delta^{2} q+\cos ^{2} q \Delta^{2} p\right) \\
& +\sin ^{4} \theta^{\prime} \Delta^{2} p \Delta^{2} q \\
= & \left(\cos ^{2} p-\sin ^{2} \theta^{\prime} \Delta^{2} p\right)\left(\cos ^{2} q-\sin ^{2} \theta^{\prime} \Delta^{2} q\right)
\end{aligned}
$$

so that numerator is

$$
=\frac{k^{\prime 2}}{\Delta^{5} \theta^{\prime}} \frac{1}{\cos p \cos q}\left(\cos ^{2} p-\sin ^{2} \theta^{\prime} \Delta^{2} p\right)\left(\cos ^{2} q-\sin ^{2} \theta^{\prime} \Delta^{2} q\right)
$$

c.
168. Denominator is

$$
-\frac{k^{2} \cos \theta^{\prime}}{\Delta \theta^{\prime}}\left(\sin ^{2} p-\frac{\cos ^{4} \theta^{\prime}}{\Delta^{2} \theta^{\prime}}\right)\left(\sin ^{2} q-\frac{\cos ^{2} \theta^{\prime}}{\Delta^{2} \theta^{\prime}}\right),
$$

which is

$$
\begin{aligned}
& =-\frac{h^{3} \cos \theta^{\prime}}{\Delta^{5} \theta^{\prime}}\left(\cos ^{2} \theta^{\prime}-\sin ^{2} p \Delta^{2} \theta^{\prime}\right)\left(\cos ^{2} \theta^{\prime}-\sin ^{2} q \Delta^{2} \theta^{\prime}\right), \\
& =-\frac{h^{2} \cos \theta^{\prime}}{\Delta^{5} \theta^{\prime}}\left(\cos ^{2} p-\sin ^{2} \theta \Delta^{2} p\right)\left(\cos ^{2} q-\sin ^{2} \theta^{\prime} \Delta^{2} q\right) ;
\end{aligned}
$$

whence

$$
B=\frac{-k^{\prime}}{k^{2} \cos p \cos q \cos \theta^{\prime}} .
$$

Write

$$
M=\frac{-\Delta \theta}{k^{2} \sin \theta^{\prime} \cos p \cos q}\left(=\frac{-k^{\prime}}{k^{2} \cos p \cos q \cos \theta}\right),
$$

then

$$
B=M \frac{k^{\prime 2} \sin \theta^{\prime}}{\cos \theta^{\prime} \Delta \theta^{\prime}}\left(=-M \frac{\cos \theta \Delta \theta}{\sin \theta}\right) ;
$$

and similarly

$$
\begin{aligned}
& A=M \frac{\cos p \Delta p}{\sin p}, \\
& A^{\prime}=M \frac{\cos q \Delta q}{\sin q} .
\end{aligned}
$$

169. The equation is

$$
A \Pi n+A \Pi n^{\prime}+B \Pi m+\frac{1}{\zeta} F=\int \frac{d \sigma}{1+\rho w^{2}},
$$

or since

$$
A+A^{\prime}+B=1-\frac{1}{\zeta}
$$

-We have

$$
\begin{aligned}
\zeta & =-k^{2} \sin p \sin q \sin \theta, \\
& =k^{2} \sin p \sin q \frac{\cos \theta^{\prime}}{\Delta \theta^{\prime}},
\end{aligned}
$$

and bence this equation is

$$
\begin{gathered}
\frac{-\Delta \theta^{\prime}}{k^{2} \sin \theta^{\prime} \cos p \cos q}\left\{\frac{\cos p \Delta p}{\sin p}+\frac{\cos q \Delta \eta}{\sin q}+\frac{k^{\prime 2} \sin \theta^{\prime}}{\cos \theta^{\prime} \Delta \theta}\right\} \\
=1-\frac{\Delta \theta}{k^{\frac{2}{4} \sin p \sin q \cos \theta^{\prime}},}
\end{gathered}
$$

an identity which may be rerified.
this is

$$
A(\Pi n-F)+A^{\prime}\left(\Pi n^{\prime}-F^{\prime}\right)+B(\Pi m-F)+F^{\prime}=\int \frac{d \pi}{1+\rho w^{2}},
$$

that is

$$
\begin{aligned}
\frac{\cos p \Delta p}{\sin p}(\Pi p-F)+\frac{\cos q \Delta q}{\sin q}(\Pi q-F)- & \frac{\cos \theta \Delta \theta}{\sin \theta}(\Pi \theta-F) \\
& +\frac{1}{M} F=\frac{1}{M} \int \frac{d \sigma}{1+\rho \omega^{2}}
\end{aligned}
$$

where $\Pi p$, \&c. are written in place of $\Pi\left(-k^{2} \sin ^{2} p\right)$, \&c. We have

$$
M=\frac{-k^{\prime}}{h^{2} \cos p \cos q \cos \theta}, \rho=-\frac{k^{4}}{k^{4}} \cos ^{2} p \cos ^{2} q \cos ^{2} \theta
$$

hence

$$
\begin{aligned}
& \frac{1}{M} \int \frac{d w}{1+\rho w^{2}}=\frac{1}{2} M k^{2} \cos p \cos q \cos \theta
\end{aligned}\left(=-\frac{1}{2}\right) \times \quad \begin{aligned}
& 1+\frac{k^{2} \cos p \cos q \cos \theta}{k^{\prime}} \frac{\sin \phi \cos \phi}{\left(1+\zeta \sin ^{2} \phi\right) \Delta} \\
& \\
& \log \frac{k^{\prime}}{1-\frac{k^{2} \cos p \cos q \cos \theta}{k^{\prime}} \frac{\sin \phi \cos \phi}{\left(1+\zeta \sin ^{2} \phi\right) \Delta}},
\end{aligned}
$$

and the formula thus becomes

$$
\frac{\cos p \Delta p}{\sin p}(\Pi p-F)+\frac{\cos q \Delta q}{\sin q}\left(\Pi_{q}-F\right)-\frac{\cos \theta \Delta \theta}{\sin \theta}(\Pi \theta-F)
$$

$$
=\frac{k^{2}}{k} \cos p \cos q \cos \theta \cdot F
$$

$$
+\frac{1}{2} \log \frac{k^{\prime}\left(1+\zeta \sin ^{2} \phi\right) \Delta \phi-k^{2} \cos p \cos q \cos \theta \sin \phi \cos \phi}{k^{\prime}\left(1+\zeta \sin ^{2} \phi\right) \Delta \phi+k^{2} \cos p \cos q \cos \theta \sin \phi \cos \phi} .
$$

170. Representing, for convenience, the logarithmic term by $\frac{1}{2} \log \Omega$, so that
$\Omega=\frac{k^{\prime}\left(1-k^{2} \sin p \sin q \sin \theta \sin ^{2} \phi\right) \Delta \phi-k^{2} \cos p \cos q \cos \theta \sin \phi \cos \phi}{k^{\prime}\left(1-k^{2} \sin p \sin q \sin \theta \sin ^{2} \phi\right) \Delta \phi+k^{2} \cos p \cos q \cos \theta \sin \phi \cos \phi}$,

$$
\begin{gathered}
=\frac{P-Q}{P+Q} \text { suppose, } \\
9-2
\end{gathered}
$$

we have, ante No. 163 , writing $\theta$ for $\lambda$, and $-\theta$ for $\theta$ (thereby passing from the relation $F_{1}=F \lambda+F \theta$ to the actual relation $F_{1}^{\prime}=F \theta^{\prime}-F^{\prime} \theta$ ),

$$
\begin{aligned}
& \frac{\cos \theta \Delta \theta}{\sin \theta}\left(\Pi \theta-F^{\prime}\right)-\frac{\cos \theta^{\prime} \Delta \theta^{\prime}}{\sin \theta^{\prime}}\left(\Pi \theta^{\prime}-F^{\prime}\right)=-\frac{k^{2}}{k^{\prime}} \cos \theta \cos \theta^{\prime} . F \\
& +\frac{1}{2} \log \frac{k^{\prime} \Delta \phi+k^{2} \cos \theta^{\prime} \cos \theta \sin \phi \cos \phi}{k^{\prime} \Delta \phi-k^{2} \cos \theta^{\prime} \cos \theta \sin \phi \cos \phi}\left(=\frac{1}{2} \log \frac{R+S}{R-S} \text { suppose }\right) ;
\end{aligned}
$$

and using this to introduce into the formula

$$
\frac{\cos \theta^{\prime} \Delta \theta^{\prime}}{\sin \theta^{\prime}}\left(\Pi \theta^{\prime}-F\right)
$$

in place of

$$
\frac{\cos \theta \Delta \theta}{\sin \theta}(\Pi \theta-F),
$$

the formula thus becomes

$$
\begin{aligned}
& \frac{\cos p \Delta p}{\sin p}(\Pi p-F)+\frac{\cos q \Delta q}{\sin q}\left(\Pi_{q}-F\right)-\frac{\cos \theta^{\prime} \Delta \theta^{\prime}}{\sin \theta^{\prime}}(\Pi \theta-F) \\
& \quad=\frac{k^{\prime}}{k^{\prime}}\left(\cos p \cos q-\cos \theta^{\prime}\right) \cos \theta \cdot F+\frac{1}{2} \log \frac{(P-Q)(R+S)}{(P+Q)(R-S)},
\end{aligned}
$$

where the coefficient of $F$ on the right-hand side is

$$
\frac{k^{2}}{\bar{k}^{\prime}} \sin p \sin q \Delta \theta^{\prime} \cos \theta,=k^{2} \sin p \sin q \sin \theta^{\prime}
$$

171. Introducing into the logarithmic terms $\theta^{\prime}$ instead of $\theta$, we have

$$
\begin{aligned}
& P-Q=k^{\prime}\left(1+k^{2} \frac{\sin p \sin q \cos \theta^{\prime}}{\Delta \theta} \sin ^{2} \phi\right) \Delta \phi \\
&-\frac{k^{\prime} k^{\prime}}{\Delta \theta^{\prime}} \sin \theta^{\prime} \cos p \cos q \sin \phi \cos \phi,
\end{aligned}
$$

or, multiplying by $\Delta \theta^{\prime}$ and omitting the factor $k^{\prime}$, say
$P-Q=\left(\Delta \theta^{\prime}+k^{s} \sin p \sin q \cos \theta^{\prime} \sin ^{2} \phi\right) \Delta \phi-k^{2} \sin \theta^{\prime} \cos p \cos q \sin \phi \cos \phi$,
$=\left[\Delta \theta^{\prime} \Delta \phi-k^{2} \sin \theta^{\prime} \cos \theta^{\prime} \sin \phi \cos \phi\right]$ $+k^{3} \sin \theta^{\prime} \sin \phi \cos \phi\left[\left(\cos \theta^{\prime}-\cos p \cos \theta\right),=-\sin p \sin q \Delta \theta^{\prime}\right]$ $+k^{2} \sin p \sin q \cos \theta^{\prime} \sin ^{2} \phi \Delta \phi$,
$=\Delta \theta^{\prime} \Delta \phi-k^{2} \sin \theta^{\prime} \cos \theta^{\prime} \sin \phi \cos \phi$ $+h^{*} \sin p \sin q \sin \phi\left[\cos \theta^{\prime} \sin \phi \Delta \phi-\cos \phi \sin \theta^{\prime} \Delta \theta^{\prime}\right] ;$
and similarly

$$
\begin{aligned}
P+Q= & \Delta \theta^{\prime} \Delta \phi+h^{2} \sin \theta^{\prime} \cos \theta^{\prime} \sin \phi \cos \phi \\
& +h^{2} \sin p \sin q \sin \phi\left(\cos \theta^{\prime} \sin \phi \Delta \phi+\cos \phi \sin \theta \Delta \theta\right) .
\end{aligned}
$$

Also

$$
R+S=k^{\prime} \Delta \phi+\frac{k^{\prime} k^{\prime} \sin \theta^{\prime} \cos \theta^{\prime} \sin \phi \cos \phi}{\Delta \theta^{\prime}},
$$

or, multiplying by $\Delta \theta^{\prime}$ and omitting the factor $k^{\prime}$, say
$R+S=\Delta \theta^{\prime} \Delta \phi+k^{*} \sin \theta^{\prime} \cos \theta^{\prime} \sin \phi \cos \phi ;$
and similarly,
$R-S=\Delta \theta \Delta \phi-k^{2} \sin \theta^{\theta} \cos \theta^{\prime} \sin \phi \cos \phi$.
172. Write for shortness

$$
\Delta \theta^{\theta} \Delta \phi-k^{2} \sin \theta^{\prime} \cos \theta \sin \phi \cos \phi=A
$$ $\Delta \theta^{\prime} \Delta \phi+k^{\prime} \sin \theta^{\prime} \cos \theta^{\prime} \sin \phi \cos \phi=A^{\prime}$, $\cos \theta^{\prime} \sin \phi \Delta \phi-\cos \phi \sin \theta^{\prime} \Delta \theta^{\prime}=B$, $\cos \theta^{\prime} \sin \phi \Delta \phi+\cos \phi \sin \theta^{\prime} \Delta \theta=B^{\prime}$,

then the logarithmic term is at once expressible in terms of these quantities, and substituting in the formula, we have

$$
\begin{aligned}
& \frac{\cos p \Delta p}{\sin p}(\Pi p-F)+\frac{\cos q \Delta q}{\sin q}(\Pi q-F)-\frac{\cos \theta^{\prime} \Delta \theta^{\prime}}{\sin \theta}(\Pi \theta-F) \\
& \quad=k^{2} \sin p \sin q \sin \theta^{\prime} \cdot F+\frac{1}{2} \log ^{\prime}\left[A+k^{2} \sin p \sin q \sin \phi \cdot B\right] A^{\prime} \\
& {\left[A^{\prime}+k^{2} \sin p \sin q \sin \phi \cdot B^{\prime}\right] A}
\end{aligned},
$$

which is in fact the formula connecting the three functions $\Pi p, \Pi q, \Pi \theta$, or in the original notation

$$
\Pi\left(-k^{2} \sin ^{2} p\right), \Pi\left(-k^{2} \sin ^{2} q\right), \Pi\left(-k^{2} \sin ^{2} \theta^{\prime}\right) ;
$$

the angles $p, q, \boldsymbol{\theta}$ being, it will be remembered, connected by the algebraical equivalent of the equation

$$
F p+F q-F \theta=0
$$

173. This apparently complicated formula is wonderfully simplified by introducing into it Jacobi's notation; viz. writing $\sin p=\mathrm{sn} a, \sin q=\operatorname{sn} b$; and therefore $\sin \theta=\operatorname{sn}(a+b)$; also $\sin \phi=\operatorname{sn} u$; then omitting a common factor $1-k^{4} \sin ^{2} \theta^{\prime} \sin ^{2} \phi$, we have

$$
\begin{array}{rr}
A= & \operatorname{dn}(a+b+u), \\
A^{\prime} & \operatorname{dn}(a+b-u), \\
-B & =\operatorname{sn}(a+b-u) \operatorname{dn}(a+b+u), \\
B^{\prime} & =\operatorname{sn}(a+b+u) \operatorname{dn}(a+b-u),
\end{array}
$$

and the formula becomes
$\Pi(u, a)+\Pi(u, b)-\Pi(u, a+b)=k^{2} \operatorname{sn} a \operatorname{sn} b \operatorname{sn}(a+b) . u$

$$
+\frac{1}{2} \log \frac{1-k^{2} \operatorname{sn} a \operatorname{sn} b \operatorname{sn}(a+b-u) \operatorname{sn} u}{1+k^{x} \sin a \sin b \operatorname{sn}(a+b+u) \operatorname{sn} u},
$$

viz. it is in fact a formula for the addition of the parameters.
Interchange of Amplitude and Purameter. Art. Nos. 174 to 186.
174. Starting with

$$
\Pi=\int_{0} \frac{d \phi}{\left(1+n \sin ^{2} \phi\right) \Delta}
$$

and taking thronghout the integrals in regard to $\phi$ from this inferior limit 0 , we have

$$
\begin{aligned}
n \frac{d \Pi}{d n} & =\int \frac{-n \sin ^{2} \phi d \phi}{\left(1+n \sin ^{2} \phi\right)^{2} \Delta}, \\
& =\int \frac{d \phi}{\left(1+n \sin ^{2} \phi\right)^{2} \Delta}-\mathrm{II} .
\end{aligned}
$$

But writing $a=(1+n)\left(1+\frac{k^{2}}{n}\right)$ we have

$$
\begin{aligned}
\frac{2 \pi}{n} \int_{(1+n} \frac{d \phi}{\left(\sin ^{2} \phi\right)^{2} \Delta}= & \frac{\Delta \sin \phi \cos \phi}{1+n \sin ^{2} \phi}-\frac{k^{2}}{n^{2}} \int\left(1+n \sin ^{2} \phi\right) \frac{d \phi}{\Delta} \\
& +\left(1+\frac{2+2 k^{2}}{n}+\frac{3 h^{2}}{n^{2}}\right) \int \frac{d \phi}{\left(1+n \sin ^{2} \phi\right) \Delta^{\prime}}
\end{aligned}
$$

as may be verified by differentiation: or since

$$
\begin{aligned}
& k^{2} \int\left(1+n \sin ^{2} \phi\right) \frac{d \phi}{\Delta}=\left(k^{2}+n\right) F-n E, \\
& \quad 1+\frac{2+2 k^{2}}{n}+\frac{3 k^{2}}{n^{2}}=\frac{1}{n}\left(2 x-n+\frac{k^{2}}{n}\right)=\frac{1}{n}\left(2 x-n \frac{d x}{d n}\right),
\end{aligned}
$$

this is

$$
\begin{aligned}
& \frac{2 z}{n} \int_{\left(1+n \sin ^{2} \phi\right)^{2}} \frac{d \phi}{\Delta}=\frac{\Delta \sin \phi \cos \phi}{1+n \sin ^{2} \phi}-\frac{k^{2}}{n^{2}} F-\frac{1}{n}(F-E) \\
&+\frac{1}{n}\left(2 x-n \frac{d x}{d n}\right) \Pi,
\end{aligned}
$$

viz. we have

$$
\begin{aligned}
& 2 x\left\{\int \frac{d \phi}{\left(1+n \sin ^{2} \phi\right)^{2}} \Delta^{2}\right. \\
&\Pi\}=\frac{\Delta \sin \phi \cos \phi}{1+n \sin ^{2} \phi}-\frac{k^{2}}{n^{2}} F \\
&-\frac{1}{n}(F-E)-\frac{d x}{d n} \Pi .
\end{aligned}
$$

175. This equation may be written

$$
2 x \frac{d \Pi}{d n}=\frac{\Delta \sin \phi \cos \phi}{1+n \sin ^{2} \phi}-\frac{k^{2}}{n^{2}} F-\frac{1}{n}(F-E)-\Pi \frac{d x}{d n},
$$

or, what is the same thing,
$2 x d \Pi+\Pi d x=\Delta \sin \phi \cos \phi \frac{d n}{1+n \sin ^{2} \phi}-h^{2} F \frac{d n}{n^{2}}-(F-E) \frac{d n}{n}$, viz. multiplying each side by $\frac{1}{2} 2^{-\frac{1}{2}}$, this is
$d . \Pi \sqrt{\alpha}=\frac{1}{2} \Delta \sin \phi \cos \phi \frac{d n}{\left(1+n \sin ^{2} \phi\right) \sqrt{\alpha}}-\frac{1}{2} k^{2} F \frac{d n}{n^{2} \sqrt{\alpha}}$

$$
-\frac{1}{2}(F-E) \frac{d n}{n \sqrt{2}},
$$

where of course $a,=(1+n)\left(1+\frac{k^{2}}{n}\right)$, is regarded as a function of $n$.

Integrating each side we have

$$
\begin{aligned}
& \Pi \sqrt{\alpha}=C+\frac{1}{2} \Delta \sin \phi \cos \phi \int \frac{d n}{\left(1+n \sin ^{2} \phi\right) \sqrt{\alpha}}-\frac{1}{2} k^{2} F \int \frac{d n}{n^{2} \sqrt{\alpha}} \\
&-\frac{1}{2}(F-E) \int \frac{a^{3} n}{n \sqrt{\alpha}},
\end{aligned}
$$

where the constant of integration may of course be a function of $k, \phi$, but it is independent of $n$.

The formula is simplified by representing the parameter $n$ under any one of the foregoing forms $\cot ^{2} \theta,-1+k^{24} \sin ^{2} \theta$, $-k^{2} \sin ^{2} \theta$. The last is the most interesting case, but it is proper to consider them all three.

First case, $n=\cot ^{2} \theta$.
176. Here

$$
d n=-\frac{2 \cos \theta}{\sin ^{3} \theta} d \theta, \quad \sqrt{\alpha}=\frac{\Delta\left(k^{\prime}, \theta\right)}{\sin \theta \cos \theta},
$$

and the equation becomes

$$
\begin{aligned}
& \frac{\Delta\left(k^{\prime}, \theta\right)}{\sin \theta \cos \theta} \Pi=C+k^{2} F \int \frac{\sin ^{2} \theta d \theta}{\cos ^{2} \theta \Delta\left(k^{\prime}, \theta\right)}+(F-E) \int \frac{d \theta}{\Delta\left(k^{\prime}, \theta\right)} \\
& \quad-\Delta \sin \phi \cos \phi \int \frac{\cos ^{2} \theta d \theta}{\left(\sin ^{2} \theta+\sin ^{2} \phi \cos ^{2} \theta\right) \Delta\left(k^{\prime}, \theta\right)},
\end{aligned}
$$

where the integrals in regard to $\theta$ may be taken from the inferior limit 0 .

The integral

$$
\int \frac{d \theta}{\Delta\left(k^{\prime}, \theta\right)} \text { is }=F\left(k^{\prime}, \theta\right)
$$

and we have

$$
k^{a} \int \frac{d \theta \sin ^{2} \theta}{\cos ^{x} \theta \Delta\left(k^{\prime}, \theta\right)}=\frac{\sin \theta}{\cos \theta} \Delta\left(k^{\prime}, \theta\right)-E\left(k^{\prime}, \theta\right)
$$

Morcover, writing $\cot ^{2} \phi=n^{\prime}$ we have

$$
\Delta \sin \phi \cos \phi \int \frac{\cos ^{2} \theta d \theta}{\left(\sin ^{2} \theta+\sin ^{2} \phi \cos ^{2} \theta\right) \Delta\left(k^{\prime}, \theta\right)}
$$

$$
=-\frac{\Delta \sin \phi}{\cos \phi} \int \frac{d \theta}{\Delta\left(k^{\prime}, \theta\right)}+\frac{\Delta}{\sin \phi \cos \phi} \int \frac{d \theta}{\left(1+n^{\prime} \sin ^{2} \theta\right) \Delta\left(k^{\prime}, \theta\right)},
$$

$$
=-\frac{\Delta \sin \phi}{\cos \phi} F\left(k^{\prime}, \theta\right)+\frac{\Delta}{\sin \phi \cos \phi} \Pi\left(n^{\prime}, k^{\prime}, \theta\right) .
$$

Substituting these values and for greater clearness writing $\Pi(n, k, \phi), \Delta(k, \phi), F(k, \phi), E(k, \phi)$ instcad of $\Pi, \Delta, F, E$, putting also for $C$ its value $=\frac{1}{2} \pi$, determined as presently mentioned, the formula is, ( $n=\cot ^{2} \theta, n^{\prime}=\cot ^{2} \phi$ )

$$
\begin{aligned}
& \begin{array}{l}
\Delta\left(k^{\prime}, \theta\right) \\
\sin \theta \cos \theta
\end{array}(n, k, \phi)+\frac{\Delta(k, \phi)}{\sin \phi \cos \phi} \Pi\left(n^{\prime}, k^{\prime}, \theta\right) \\
& =\frac{1}{2} \pi \\
& \quad+\frac{\sin \theta}{\cos \theta} \Delta\left(k^{\prime}, \theta\right) F(k, \phi)+\frac{\sin \phi}{\cos \phi} \Delta(k, \phi) F\left(k^{\prime}, \theta\right) \\
& \\
& \quad+F\left(k^{\prime}, \phi\right) F\left(k^{\prime}, \theta\right)-F(k, \phi) E\left(k^{\prime}, \theta\right)-E(k, \phi) F\left(k^{\prime}, \theta\right) .
\end{aligned}
$$

177. If in the formula, instead of $\frac{1}{2} \pi$, the term had been $C$, then $C$ is independent of $\theta$, and by the symmetry of the formula it must be independent also of $\phi$ : it is thus an absolute constant: to determine its value take $\theta, \phi$ cach indefinitely small: then

$$
\begin{aligned}
F(k, \phi) & =E(k, \phi)=\phi, F\left(k^{\prime}, \theta\right)=E\left(k^{\prime}, \theta\right)=\theta, \\
\Pi(n, k, \phi) & =\int \frac{d \phi}{1+n \sin ^{2} \phi}=\frac{1}{\sqrt{n}} \tan ^{-1} \phi \sqrt{n}=\theta \tan ^{-1} \frac{\phi}{\theta},
\end{aligned}
$$

and similarly

$$
\Pi\left(n^{\prime}, k^{\prime}, \theta\right)=\phi \tan ^{-1} \frac{\theta}{\phi}
$$

we have therefore

$$
C=\tan ^{-1} \frac{\phi}{\theta}+\tan ^{-1} \frac{\theta}{\phi},=\frac{1}{2} \pi
$$

which is thas the value of $C$.
178. Write $\phi=\frac{1}{2} \pi-\infty, \omega$ being indefinitely small: then $n^{\prime}=\cot ^{2} \phi=\tan ^{2} \omega=\omega^{2}$ is indefinitely small, and therefore

$$
\begin{aligned}
\Pi\left(n^{\prime}, k^{\prime}, \theta\right)=\int \frac{d \theta}{\left(1+n^{\prime} \sin ^{2} \theta\right) \Delta\left(k^{\prime}, \theta\right)} & =\int \frac{d \theta}{\Delta\left(k^{\prime}, \theta\right)}-n^{\prime} \int \frac{\operatorname{ein}^{2} \theta d \theta}{\Delta\left(k^{\prime}, \theta\right)} \\
& =F\left(k^{\prime}, \theta\right)-n^{\prime} \int \frac{\sin ^{2} \theta d \theta}{\Delta\left(k^{\prime}, \theta\right)}
\end{aligned}
$$

and thence

$$
\begin{aligned}
& \frac{\Delta(k, \phi)}{\sin \phi \cos \phi} \Pi\left(n^{\prime}, k^{\prime}, \theta\right)-\frac{\sin \phi \Delta(k, \phi)}{\cos \phi} F^{\prime}\left(k^{\prime}, \theta\right) \\
& \quad=\frac{\Delta(k, \phi)}{\cos \phi}\left(\frac{1}{\sin \phi}-\sin \phi\right) F\left(k^{\prime}, \theta\right)-\frac{n^{\prime}}{\cos \phi} \frac{\Delta(k, \phi)}{\sin \phi} \int \frac{\sin ^{2} \theta d \theta}{\Delta\left(k^{\prime}, \theta\right)}
\end{aligned}
$$

The coefficients on the right-hand side are

$$
\frac{1}{\cos \phi}\left(\frac{1}{\sin \phi}-\sin \phi\right),=\frac{\cos \phi}{\sin \phi} \text { and } \frac{n^{\prime}}{\cos \phi},=\frac{\omega^{2}}{\cos \phi}
$$

viz. writing $\cos \phi=\omega$, these each contain the factor $\omega$, and the function on the left-hand side is thus $=0$; hence the equation becomes

$$
\begin{aligned}
\frac{\Delta\left(k^{\prime}, \theta\right)}{\sin \theta \cos \theta} \Pi_{1}(n, k)= & \frac{1}{2} \pi+\frac{\sin \theta}{\cos \theta} F_{1} k \Delta\left(k^{\prime}, \theta\right) \quad\left(k^{\prime}\right) \text { Leg. p. } 134 . \\
& +F_{1} k F\left(k^{\prime}, \theta\right)-F_{1} k E\left(k^{\prime}, \theta\right)-E_{1} k F\left(k^{\prime}, \theta\right)
\end{aligned}
$$

viz. we have thus an expression for the complete function $\Pi_{1}(n, k)$ in terms of the functions of the first and second kinds.
179. If in this equation we write $\frac{k^{2}}{n}$ in place of $n$, and
assume also $\frac{k^{n}}{n}=\cot ^{2} \lambda$, so as to write $\lambda$ in place of $\theta$, we have

$$
\begin{aligned}
\frac{\Delta\left(k^{\prime}, \lambda\right)}{\sin \lambda \cos \lambda} \Pi_{1}\left(\frac{k^{s}}{n}, k\right)= & \frac{1}{2} \pi
\end{aligned}+\frac{\sin \lambda}{\cos \lambda} F_{1} k \Delta\left(k^{\prime}, \lambda\right) ~ 子 \begin{aligned}
& \\
&+F_{1} k F\left(k^{\prime}, \lambda\right)-F_{1} k E\left(k^{\prime}, \lambda\right)-E_{1} k F\left(k^{\prime}, \lambda\right) .
\end{aligned}
$$

180. Adding the two equations together, we have

$$
\begin{aligned}
\frac{\Delta\left(k^{\prime}, \theta\right)}{\sin \theta \cos \theta} \Pi_{1}(n, k) & +\frac{\Delta\left(k^{\prime}, \lambda\right)}{\sin \lambda \cos \lambda} \Pi_{1}\left(\frac{k^{2}}{n}, k\right) \\
= & \pi+F_{1} k\left\{\frac{\sin \theta}{\cos \theta} \Delta\left(k^{\prime}, \theta\right)+\frac{\sin \lambda}{\cos \lambda} \Delta\left(k^{\prime}, \lambda\right)\right\} \\
& +F_{1} k\left\{F\left(k^{\prime}, \theta\right)+F\left(k^{\prime}, \lambda\right)-E\left(k^{\prime}, \theta\right)-E\left(k^{\prime}, \lambda\right)\right\} \\
& \quad-E_{1} k\left\{F\left(k^{\prime}, \theta\right)+F\left(k^{\prime}, \lambda\right)\right\} .
\end{aligned}
$$

But in virtue of $\cot ^{2} \theta \cot ^{2} \lambda=k^{2}$, or $k \tan \theta \tan \lambda=1$, we have

$$
\begin{aligned}
& F\left(k^{\prime}, \theta\right)+F\left(k^{\prime}, \lambda\right)=F_{2} k^{\prime}, \\
& E\left(k^{\prime}, \theta\right)+E\left(k^{\prime}, \lambda\right)=E_{1} k^{\prime}+k^{\prime 2} \sin \lambda \sin \theta,
\end{aligned}
$$

and further

$$
\begin{gathered}
\sin \lambda=\frac{\cos \theta}{\Delta\left(k^{\prime}, \theta\right)}, \cos \lambda=\frac{k \sin \theta}{\Delta\left(k^{\prime}, \theta\right)}, \Delta\left(k^{\prime}, \lambda\right)=\frac{k}{\Delta\left(k^{\prime}, \theta\right)}, \\
\frac{\Delta\left(k^{\prime}, \lambda\right)}{\sin \lambda \cos \lambda}=\frac{\Delta\left(k^{\prime}, \theta\right)}{\sin \theta \cos \theta},=\sqrt{\alpha}, \\
\frac{\sin \lambda \Delta\left(k^{\prime}, \lambda\right)}{\cos \lambda}=\sqrt{a} \sin ^{2} \lambda_{1} \frac{\sin \theta \Delta\left(k^{\prime}, \theta\right)}{\cos \theta}=\sqrt{\alpha} \sin ^{2} \theta_{\mathrm{i}}
\end{gathered}
$$

hence the equation becomes

$$
\begin{aligned}
& \sqrt{x}\left\{\Pi_{1}(n, k)+\Pi_{3}\left(\frac{k^{n}}{n}, k\right)\right\} \\
&= \pi+F_{2} k\left\{\sqrt{x}\left(\sin ^{2} \theta+\sin ^{2} \lambda\right)-k^{\prime 2} \sin \theta \sin \lambda\right\} \\
&+F_{1} k\left(F_{1} k^{\prime}-E_{1} k^{\prime}\right)-E_{1} k F_{1} k^{\prime} .
\end{aligned}
$$

181. But we have
$1-\sin ^{2} \theta-\sin ^{2} \lambda=\cos ^{2} \theta-\frac{\cos ^{2} \theta}{\Delta^{2}\left(k^{\prime}, \theta\right)}=-\frac{k^{\prime 2} \sin ^{2} \theta \cos ^{2} \theta}{\Delta^{2}\left(k^{\prime}, \theta\right)},=-\frac{k^{\prime 2}}{\alpha}$,
that is

$$
\begin{gathered}
\sin ^{2} \theta+\sin ^{2} \lambda=1+\frac{k^{\prime 2}}{\alpha} \text { or } \sqrt{\alpha}\left(\sin ^{2} \theta+\sin ^{2} \lambda\right)=\sqrt{\alpha}+\frac{k^{\prime 2}}{\sqrt{\alpha}}, \\
\sin \lambda \sin \theta=\frac{\sin \theta \cos \theta}{\Delta\left(k^{\prime}, \theta\right)},=\frac{1}{\sqrt{\alpha}}
\end{gathered}
$$

whence on the right-hand side the second term is $F_{1} k \sqrt{\alpha}$ or the equation may be written
$\sqrt{\tilde{a}}\left\{\Pi_{2}(n, k)+\Pi_{2}\left(\frac{k^{2}}{n}, k\right)-F_{1} k\right\}=\pi+F_{2} k F_{1} k^{\prime}-F_{1} k E_{1} k^{\prime}-E_{2} k F_{2} k^{\prime}$,
which is in fact a consequence of two former results

$$
\Pi_{1}(n, k)+\Pi_{1}\left(\frac{k^{*}}{n_{n}}, k\right)-F_{1} k=\frac{\frac{1}{2} \pi}{\sqrt{\alpha}},
$$

and

$$
F_{1} k F_{1} k^{\prime}-F_{1} k E_{2} k^{\prime}-E_{1} k F_{1} k^{\prime}=-\frac{1}{2} \pi
$$

viz. the equation is hereby reduced to the identity $\frac{1}{2} \pi=\pi-\frac{1}{2} \pi$.
Second case, $n=-1+k^{\prime 2} \sin ^{2} \theta$.
182. Here $\sqrt{\alpha}=\frac{k^{2} \sin \theta \cos \theta}{\Delta\left(k^{\prime}, \theta\right)}, \frac{d n}{\sqrt{\alpha}}=2 d \theta \Delta\left(k^{\prime}, \theta\right)$,
and taking as before the integrals in regard to $\theta$ from the inferior limit 0 , the general equation, ante No. 175, becomes

$$
\begin{aligned}
\frac{k^{\prime 2} \sin \theta \cos \theta}{\Delta\left(k^{\prime}, \theta\right)} \Pi= & C+(F-E) \int \frac{d \theta}{\Delta\left(k^{\prime}, \theta\right)}-k^{2} F \int \frac{d \theta}{\left(1-k^{\prime 2} \sin ^{2} \theta\right)^{\frac{1}{2}}} \\
& +\Delta \sin \phi \cos \phi \int \frac{d \theta \cdot \Delta\left(k^{\prime}, \theta\right)}{\cos ^{2} \phi+k^{\prime 2} \sin ^{3} \theta \sin ^{2} \phi}
\end{aligned}
$$

We have
and

$$
\begin{aligned}
& \int \frac{d \theta}{\Delta(k, \theta)}=\dot{F}^{\prime}\left(k^{\prime}, \theta\right) \\
& \int \frac{d \theta}{\left(1-k^{\prime 2} \sin ^{2} \theta\right)^{1}}=\frac{1}{k^{2}} E\left(k^{\prime}, \theta\right)-\frac{k^{\prime \frac{3}{2}}}{k^{2}} \cdot \frac{\sin \theta \cos \theta}{\Delta\left(k^{\prime}, \theta\right)}
\end{aligned}
$$

moreover, writing

$$
k^{\prime 2} \tan ^{2} \phi=n^{\prime}
$$

we have
$\Delta \sin \phi \cos \phi \int \frac{\Delta\left(k^{\prime}, \theta\right) d \theta}{\cos ^{2} \phi+k^{\prime 2} \sin ^{2} \theta \sin ^{2} \phi},=\frac{\Delta \sin \phi}{\cos \phi} \int \frac{\Delta\left(k^{\prime}, \theta\right) d \theta}{1+n^{\prime} \sin ^{2} \phi}$

$$
=-\frac{\Delta \cos \phi}{\sin \phi} F\left(k^{\prime}, \theta\right)+\frac{\Delta}{\sin \phi \cos \phi} \Pi\left(n^{\prime}, k^{\prime}, \theta\right) .
$$

Making these substitutions, and writing also $\Delta(k, \phi)$ instead of $\Delta, \& c$., the formula becomes

$$
\left(n=-1+k^{\prime 2} \sin ^{2} \theta, \quad n^{\prime}=k^{\prime 2} \tan ^{2} \phi,\right)
$$

$$
\begin{array}{r}
\frac{k^{\prime 2} \sin \theta \cos \theta}{\Delta\left(k^{\prime}, \theta\right)}[\Pi(n, k, \phi)-F(k, \phi)] \\
=\frac{\Delta(k, \phi)}{\sin \phi \cos \phi}\left[\Pi\left(n^{\prime}, k^{\prime}, \theta\right)-\cos ^{2} \phi F\left(k^{\prime}, \theta\right)\right] \\
+F(k, \phi) F\left(k^{\prime}, \theta\right)-E(k, \phi) F\left(k^{\prime}, \theta\right)-F(k, \phi) E\left(k^{\prime}, \theta\right)
\end{array}
$$

the value of the constant $C$ being here $=0$, since the two sides each vanish for $\theta=0$.
183. Write $\phi=\frac{1}{2} \pi-\omega, \omega$ being indefinitely small; it is to be shown that

$$
\frac{\Delta(k, \phi)}{\sin \phi \cos \phi}\left[\Pi\left(n^{\prime}, k^{\prime}, \theta\right)-\cos ^{2} \phi F\left(k^{\prime}, \theta\right)\right]=\frac{1}{2} \pi
$$

which being so, the equation becomes

$$
\begin{array}{rr}
\frac{k^{\prime 3} \sin \theta \cos \theta}{\Delta\left(k^{\prime}, \theta\right)}\left[\mathrm{II}_{1}(n, k)-F_{1} k\right] & \text { (m') Leg. p. } 138 . \\
& =\frac{1}{2} \pi+F_{2} k F\left(k^{\prime}, \theta\right)-E_{1} k F\left(k^{\prime}, \theta\right)-F_{1} k E\left(k^{\prime}, \theta\right)
\end{array}
$$

giving the value of the complete function $\Pi_{1}(n, k)$ for the form in hand

$$
n=-1+k^{\prime 2} \sin ^{2} \theta
$$

184. As regards the subsidiary proposition, observe that $\phi=\frac{1}{2} \pi-\omega$ gives $n^{\prime}=k^{\prime 2} \tan ^{9} \phi\left(=k^{\prime 2} \cot ^{2} \omega\right)$, that is $\frac{k^{\prime 2}}{n^{\prime}}=\cot ^{2} \phi$,
$=\tan ^{2} \omega$; so that from the first formula in No, 160, writing therein $k^{\prime}$ for $k$, and interchanging $\theta$ and $\phi$, we have
$\Pi\left(n^{\prime}, k^{\prime}, \theta\right)+\Pi\left(\tan ^{2} \omega, k^{\prime}, \theta\right)=F\left(k^{\prime}, \theta\right)$

$$
+\frac{\sin \phi \cos \phi}{\Delta(k, \phi)} \tan ^{-1} \frac{\Delta(k, \phi) \tan \theta}{\sin \phi \cos \phi \Delta\left(k^{\prime}, \theta\right)} ;
$$

but $\tan \omega$ being indefinitely small,

$$
\text { II }\left(\tan ^{2} \omega, k^{\prime}, \theta\right)=F\left(k^{\prime}, \theta\right)+\omega^{2} M
$$

where $M$ is finite: the equation thus is

$$
\Pi\left(n^{\prime}, k^{\prime}, \theta\right)+\omega^{2} M=\frac{\sin \phi \cos \phi}{\Delta(k, \phi)} \tan ^{-2} \frac{\Delta(k, \phi) \tan \theta}{\sin \phi \cos \phi \Delta\left(k^{\prime}, \theta\right)^{\prime}}
$$

that is
$\frac{\Delta(k, \phi)}{\sin \phi \cos \phi} \Pi\left(n^{\prime}, k^{\prime}, \theta\right)+\frac{\omega^{2} \Delta(k, \phi) M}{\sin \phi \cos \phi}=\tan ^{-1} \frac{\Delta(k, \phi) \tan \theta}{\sin \phi \cos \phi \Delta\left(k^{\prime}, \theta\right)}$,
or putting herein $\phi=\frac{1}{2} \pi-\omega$, then since $\frac{\omega^{2}}{\cos \phi}$ vanishes, and the function under the $\tan ^{-1}$ becomes infinite, we have

$$
\frac{\Delta(k, \phi)}{\sin \phi \cos \phi} \Pi\left(n^{\prime}, k^{\prime}, \theta\right)=\frac{1}{2} \pi
$$

whence the required relation.

Third case, $n=-k^{2} \sin ^{2} \theta$.
185. Here $\sqrt{\alpha}=i \Delta(k, \theta) \cot \theta, \frac{d n}{\sqrt{\alpha}}=-\frac{2 h^{2} \sin ^{2} \theta}{\Delta(k, \theta)}$, and the general formula becomes

$$
\begin{gathered}
\frac{\cos \theta}{\sin \theta} \Delta(k, \theta) \Pi=C+(F-E) \int \frac{d \theta}{\Delta(k, \theta)}-F \int \frac{d \theta}{\sin ^{2} \theta \Delta(k, \theta)} \\
+\Delta \sin \phi \cos \phi \int \frac{k^{2} \sin ^{2} \theta d \theta}{\left(1-k^{2} \sin ^{3} \theta \sin ^{2} \phi\right) \Delta(k, \theta)}
\end{gathered}
$$

where as before the integrals in regard to $\theta$ may be taken from the inferior limit 0. Since in the present case the modulus as
regards both the $\phi$ and the $\theta$ funetions is $k$, we may instead of $\Delta(k, \theta)$ write simply $\Delta \theta$ and so $F \theta, E \theta$. We have

$$
\int \frac{d \theta}{\Delta \theta}=F \theta, \quad \int \frac{d \theta}{\sin ^{2} \theta \Delta \theta}=F \theta-E \theta-\cot \theta \Delta \theta
$$

and moreover writing $n^{\prime}=-k^{2} \sin ^{2} \phi$, then

$$
\begin{aligned}
\int \frac{h^{2} \sin ^{2} \theta d \theta}{\left(1-h^{2} \sin ^{2} \theta \sin ^{3} \phi\right) \Delta \theta} & =\int \frac{h^{2} \sin ^{2} \theta d \theta}{\left(1+n^{\prime} \sin ^{2} \theta\right) \Delta \theta} \\
& =\frac{1}{\sin ^{2} \phi}\left[\Pi\left(n^{\prime}, \theta\right)-F \theta\right]
\end{aligned}
$$

whence the formula beeomes ( $\left.n=-k^{2} \sin ^{2} \theta, n^{\prime}=-k^{2} \sin ^{2} \phi\right)$,

$$
\begin{gathered}
\cot \theta \Delta \theta[\Pi(n, \phi)-F \phi]=\quad\left(n^{\prime}\right) \text { Leg. p. } 141 . \\
\cot \phi \Delta \phi\left[\Pi\left(n^{\prime}, \theta\right)-F \theta\right]+E \theta F \phi-F \theta E \phi,
\end{gathered}
$$

the constant in this case being evidently $=0$.
186. Writing $\phi=\frac{1}{2} \pi$ we have

$$
\Pi_{1} n-F_{1}=\frac{\tan \theta}{\Delta \theta}\left(F_{1} E \theta-E_{1} F \theta\right), \quad \quad\left(p^{\prime}\right) \text { Leg. p. } 141 .
$$

whieh is the value of the eomplete function $\Pi_{1} n$, or say of $\mathrm{II}_{1}(n, k)$, for the form $n=-k^{2} \sin ^{2} \theta$.

The formulæ marked $\left(i^{\prime}\right),\left(k^{\prime}\right),\left(l^{\prime}\right),\left(m^{\prime}\right),\left(n^{\prime}\right),\left(p^{\prime}\right)$ are those given by Legendre, Traite des Fonctions Elliptiques, t. 1. ch. XXIII., in the pages severally referred to.

## CHAPTER VI.

$$
\text { THE FUNCTIONS } \Pi(u, a), Z u, \Theta u, H u \text {. }
$$

The functions referred to all depend on the modulus $k$, which may be expressed when necessary: as regards $\Pi(u, a)$ this is seldom required, but the other functions will be frequently written $Z(u, k), \Theta(u, k), H(u, k)$, so as to put the modulus in evidence.

$$
\text { Introductory. Art. No. } 187 .
$$

187. The function $\Pi(u, a)$ has already been defined as

$$
=\int_{0} \frac{k^{2} \operatorname{sn} a \operatorname{cn} a \operatorname{dn} a \operatorname{sn}^{2} u d u}{1-k^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2} u},
$$

and the several properties already obtained for the function $\Pi(n, k, \phi)$ admit of being translated into this new notation. But in the present chapter the theory is established in a different manner, by expressing this function $\Pi(u, a)$ in terms of the new function $\Theta u$. This function $\Theta u$ may be considered as originating from the function $Z u$, which has already been mentioned as introdtced in place of the function $E(k, \phi)$, viz. writing $E$ to denote the complete function $E_{1} k$, we have

$$
Z u=u\left(1-\frac{E}{\bar{K}}\right)-k^{2} \int_{0} \operatorname{sn}^{2} u d u
$$

or, what is the same thing,

$$
=-\frac{E}{\hat{K}^{u}} u+\int_{0} \mathrm{dn}^{2} u d u
$$

The new function $\Theta u$ is in fact

$$
=\sqrt{\frac{2 k^{\prime} K}{\pi}} e^{\int_{0} z_{u} d w},=\sqrt{\frac{2 k^{\prime} K}{\pi}} e^{-\frac{1}{2} \bar{K}^{u^{1}}+\int_{0} d u \int_{0} d u d n^{2} w},
$$

where the exterior factor $\sqrt{\frac{2 k^{\prime} K}{\pi}}$ is fixed upon for reasons which will appear: the original function $Z u$ is thus expressible in terms of the new function $\Theta u$ and its derived function, viz. we have $Z u=\frac{\Theta^{\prime} u}{\Theta u}$, but the employment of the symbol $Z$ as a separate notation is nevertheless convenient.

The function $\Theta u$ is one of a series of four functions, $\Theta u$, $\Theta\left(u+i K^{\prime}\right), \Theta(u+K), \Theta\left(u+K+i K^{\prime}\right)$; but it is found convenient instead of $\Theta\left(u+i K^{\prime}\right)$ to introduce a ncw function $H u$, and write the four as $\Theta u, \Pi u, \Theta(u+K), H(u+K)$.

The following article is in the nature of a lemma.
Values of $\Pi(u+a, a)$ in the three cases $a=\frac{1}{2} i K^{\prime}, a=\frac{1}{2} K$, $a=\frac{1}{2} K+\frac{1}{2} i K^{\prime}$ respectively. Art. Nos. 188 to 190.
188. We have

$$
\frac{d}{d u} \Pi(u+a, a)=\frac{k^{2} \operatorname{sn} a \mathrm{cn} a \operatorname{dn} a \mathrm{sn}^{2}(u+a)}{1-k^{2} \mathrm{sn}^{2} a \operatorname{sn}^{2}(u+a)}:
$$

first if $a=\frac{1}{2} i K^{\prime}$, we have

$$
\begin{gathered}
\operatorname{sn} \frac{1}{2} i K^{\prime}, \operatorname{cn} \frac{1}{2} i K^{\prime}, \operatorname{dn} \frac{1}{2} i K^{\prime}=\frac{i}{\sqrt{k}}, \frac{\sqrt{1+k}}{\sqrt{k}}, \sqrt{1+k}, \\
\operatorname{sn}^{2}\left(u+\frac{1}{2} i K^{\prime}\right)=\frac{1}{k} \frac{(1+k) \operatorname{sn} u+i \operatorname{cn} u \operatorname{dn} u}{(1+k) \operatorname{sn} u-i \operatorname{cn} u \operatorname{dn} u},(\text { ante No. 103). }
\end{gathered}
$$

The right-hand side of the forcgoing equation is therefore a fraction, the numcrator of which is

$$
i k(1+k)[(1+k) \operatorname{sn} u+i \operatorname{cn} u \operatorname{dn} u],
$$

its denominator being

$$
k[(1+k) \operatorname{sn} u-i \operatorname{cn} u \operatorname{dn} u]+k[(1+k) \operatorname{sn} u+i \operatorname{cn} u \operatorname{dn} u],
$$

viz. this is $=2 k(1+k) \operatorname{sn} u$, a mere multiple of $\mathrm{sn} u$ : and we thus have

$$
\frac{d}{d u} \Pi\left(u+\frac{1}{2} i K^{\prime}, \frac{1}{2} i K^{\prime}\right)=\frac{1}{2} i(1+k)\left\{1+\frac{i}{1+k} \frac{\operatorname{cn} u \operatorname{dn} u}{\operatorname{sn} u}\right\},
$$

or observing that $\frac{\operatorname{cn} u \operatorname{dn} u}{\operatorname{sn} u}=\frac{d}{d u} \log \operatorname{sn} u$, and integrating so that the value may vanish for $"=-\frac{1}{2} i K^{\prime}$, we have
$\Pi\left(u+\frac{1}{2} i K^{\prime}, \frac{1}{1} i K^{\prime \prime}\right)=$

$$
\frac{1}{2} i(1+k)\left(u+\frac{1}{2} i K^{\prime \prime}\right)-\frac{1}{2} \log \operatorname{sn} u+\frac{1}{2} \log \left(\frac{-i}{\sqrt{k}}\right) .
$$

189. Secondly $a=\frac{1}{2} K$,

$$
\begin{aligned}
& \operatorname{sn} \frac{1}{2} K, \operatorname{cn} \frac{1}{2} K, \operatorname{dn} \frac{1}{2} K=\frac{1}{\sqrt{1+k^{\prime}}}, \frac{\sqrt{k^{\prime}}}{\sqrt{1+k^{\prime}}}, \sqrt{k^{\prime}}, \\
& \operatorname{sn}^{2}\left(u+\frac{1}{2} K\right)=\frac{1}{1+k^{\prime}} \frac{\operatorname{dn} u+\left(1+k^{\prime}\right) \operatorname{sn} u \operatorname{cn} u}{\operatorname{dn} u+\left(1-k^{\prime}\right) \sin u \operatorname{cn} u},
\end{aligned}
$$

and then

$$
\begin{aligned}
\frac{d}{d u} \Pi\left(u+\frac{1}{2} K, \frac{1}{2} K\right) & =\frac{1}{2}\left(1-k^{\prime}\right)\left\{1+\frac{\left(1+k^{\prime}\right) \operatorname{sn} u \operatorname{cn} u}{\operatorname{dn} u}\right\}, \\
& =\frac{1}{2}\left(1-k^{\prime}\right)+\frac{1}{2} \frac{k^{2} \operatorname{sn} u \operatorname{cn} u}{\operatorname{dn} u},
\end{aligned}
$$

or observing that

$$
\frac{d}{d u} \log \operatorname{dn} u=\frac{-k^{4} \operatorname{sn} u \operatorname{cn} u}{\operatorname{dn} u}
$$

and integrating so that the value may vanish for $u=-\frac{1}{2} K$, we have $\Pi\left(u+\frac{1}{2} K, \frac{1}{2} K\right)=\frac{1}{2}\left(1-k^{\prime}\right)\left(u+\frac{1}{2} K^{\prime}\right)-\frac{1}{2} \log \mathrm{dn} u+\frac{1}{2} \log \sqrt{k^{\prime}}$.

$$
\text { 190. Thirdly } a=\frac{1}{2} K+\frac{1}{2} i K^{\prime} \text {, }
$$

$\operatorname{sn}\left(\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right)$, cn $\left(\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right), \operatorname{dn}\left(\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right)$

$$
\begin{aligned}
& =\sqrt{\frac{k+i k^{\prime}}{k}}, \sqrt{\frac{-i k^{\prime}}{k}}, \sqrt{-i k^{\prime}\left(k+i k^{\prime}\right)}, \\
& \operatorname{sn}^{\prime}\left(u+\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right)=\frac{k+i k^{\prime}}{k} \frac{\operatorname{cn} u+\left(k-i k^{\prime}\right) \operatorname{sn} u \operatorname{dn} u}{\operatorname{cn} u+\left(k+i k^{\prime}\right) \operatorname{sn} u \operatorname{dn} u}, \\
& \text { c. }
\end{aligned}
$$

and then

$$
\begin{aligned}
\frac{d}{d u} \Pi\left(u+\frac{1}{2} K+\frac{1}{2} i K^{\prime}, \frac{1}{2} K\right. & \left.+\frac{1}{2} i K^{\prime}\right) \\
& =\frac{1}{2}\left(k+i k^{\prime}\right)\left\{1+\frac{\left(k-i k^{\prime}\right) \operatorname{sn} u \operatorname{dn} u}{\operatorname{cn} u}\right\}, \\
& =\frac{1}{2}\left(k+i k^{\prime}\right)+\frac{1}{2} \frac{\operatorname{sn} u \operatorname{dn} u}{\operatorname{cn} u},
\end{aligned}
$$

whence observing that

$$
\frac{d}{d u} \log \operatorname{cn} u=\frac{-\operatorname{sn} u \operatorname{dn} u}{\operatorname{cn} u}
$$

and integrating so that the value may vanish for

$$
u=-\frac{1}{2} K-\frac{1}{2} i K^{\prime},
$$

we have

$$
\begin{aligned}
& \Pi\left(u+\frac{1}{2} K+\frac{1}{2} i K^{\prime}, \frac{1}{2} K+\frac{1}{2} i K^{\prime}\right)= \\
& \quad \frac{1}{2}\left(k+i k^{\prime}\right)\left(u+\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right)-\frac{1}{2} \log \mathrm{cn} u+\frac{1}{2} \log \sqrt{\frac{-i k^{\prime}}{k}} .
\end{aligned}
$$

The Function Zu. Art. Nos. 191 to 196.
191. We now procced to consider the function $Z u$ : it has already been, ante No. 131, seen that we have here the additionequation

$$
Z u+Z v-Z(u+v)=k^{2} \operatorname{sn} u \operatorname{sn} v \operatorname{sn}(u+v)
$$

192. Starting from the equation

$$
Z u=-\frac{E}{h^{\prime}} u+\int_{0} \mathrm{dn}^{2} u d u,
$$

and writing herein $i u$ for $u$ and $k^{\prime}$ for $k$, we have

$$
Z\left(i u, k^{\prime}\right)=-\frac{E^{\prime \prime}}{K^{\prime}} i u+i \int_{0} \mathrm{dn}^{2}\left(i u, k^{\prime}\right) d u
$$

(which observing that $\mathrm{dn}\left(i u, k^{\prime}\right)=\frac{\mathrm{dn} u}{\operatorname{cn} u}$ may also be written

$$
\left.=-\frac{E^{\prime}}{K^{\prime}} i u+i \int_{0} \frac{\operatorname{dn}^{2} u}{\operatorname{cn}^{2} u} d u\right) ;
$$

and it is to be shown that we have

$$
Z u=\frac{\operatorname{sn} u \operatorname{dn} u}{\operatorname{cn} u}-\frac{\pi u}{2 K K^{\prime}}+i Z\left(i u, k^{\prime}\right)
$$

I stop to remark that $u$ being indefinitely small this equation is

$$
u\left(1-\frac{E}{K}\right)=u-\frac{\pi u}{2 K K^{\prime}}-u\left(1-\frac{E^{\prime}}{\overline{K^{\prime}}}\right)
$$

which is true in virtue of

$$
\frac{E}{\bar{K}}+\frac{E^{\prime}}{\bar{K}^{\prime \prime}}-1=\frac{\pi}{2 K K^{\prime}}
$$

193. To prove the theorem, we verify without difficulty that

$$
\frac{d}{d u} \frac{\operatorname{sn} u \operatorname{dn} u}{\operatorname{cn} u}=\operatorname{dn}^{2} u+\frac{\operatorname{dn}^{2} u}{\operatorname{cn}^{2} u}-1
$$

we have therefore

$$
\frac{d}{d u} \frac{\operatorname{sn} u \operatorname{dn} u}{\operatorname{cn} a}=\operatorname{dn}^{2} u+\operatorname{dn}^{2}\left(i u, k^{\prime}\right)-1
$$

or integrating from $u=0$,

$$
\frac{\operatorname{sn} u \operatorname{dn} u}{\operatorname{cn} u}=\int_{0} \operatorname{dn}^{2} u d u+\int_{0} \operatorname{dn}^{2}\left(i u, k^{\prime}\right) d u-u
$$

But the integrals in this formula are

$$
=Z u+\frac{E}{K} u \text { and }-i Z\left(i u, k^{\prime}\right)+\frac{E^{\prime}}{K^{\prime}} u
$$

respectively, and substituting these values and reducing by

$$
\frac{E}{K}+\frac{E^{\prime \prime}}{K^{\prime \prime}}-1=\frac{\pi}{2 K K^{\prime \prime}}
$$

we have the required formula

$$
Z u=\frac{\operatorname{sn} u \operatorname{dn} u}{\operatorname{cn} u}-\frac{\pi u}{2 K K^{\prime \prime}}+i Z\left(i u, k^{\prime}\right)
$$

194. Writing in this equation $u=i K^{\prime}$, and observing that

$$
Z\left(-K^{\prime}, k^{\prime}\right)=-Z\left(K^{\prime}, k^{\prime}\right)=0
$$

$$
10-2
$$

since $Z\left(K^{\prime}, k^{\prime}\right)$ is what $Z(K)$ bccomes on writing therein $k^{\prime}$ for $k$, we have

$$
Z\left(i K^{\prime \prime}\right)=\frac{\operatorname{sn} i K^{\prime} \operatorname{dn} i K^{\prime}}{\operatorname{cn} i K^{\prime}}-\frac{i \pi}{2 K},
$$

which is infinite, $=k I$, if $I$ is the infinite value of $\operatorname{sni} i K^{\prime}$. Writing in the addition-equation $u=v=\frac{1}{2} i K^{\prime}$, we have

$$
\begin{aligned}
2 Z\left(\frac{1}{2} i K^{\prime}\right) & =Z\left(i K^{\prime}\right)+k^{2} \operatorname{sn}^{2} \frac{1}{2} i K^{\prime} \sin i K^{\prime}, \\
& =\frac{\operatorname{sn} i K^{\prime} \mathrm{dn} i K^{\prime}}{\operatorname{cn} i K^{\prime}}+h^{2} \operatorname{sn}^{2} \frac{1}{2} i K^{\prime} \sin i K^{\prime}-\frac{i \pi}{2 K^{\prime}},
\end{aligned}
$$

or substituting for $\mathrm{sn}^{2} \frac{1}{2} i K^{\prime}$ its value $=\frac{1-\mathrm{cn} i K^{\prime}}{1+\mathrm{dn} i K^{\prime}}$, this is

$$
=\sin i K^{\prime}\left\{\frac{\operatorname{dn} i K^{\prime}}{\operatorname{cn} i K^{-7}}+\frac{k^{2}\left(1-\operatorname{cn} i K^{\prime}\right)}{1+\operatorname{dn} i K^{\prime}}\right\}-\frac{i \pi}{2 K^{\prime}},
$$

where the first term is

$$
\frac{\sin i K^{\prime}\left(\operatorname{dn} i K^{\prime}+k^{2} \operatorname{cn} i K^{\prime}+k^{\prime \prime}\right)}{\operatorname{cn} i K^{\prime}\left(1+\operatorname{dn} i K^{\prime}\right)} ;
$$

and substituting herein for $\sin i K^{\prime}, \mathrm{cn} i K^{\prime}, \mathrm{dn} i K^{\prime}$ their values, $=I,-i I,-i k I$ respectively, and then making $I$ infinite, the term is $=i(1+k)$, and we thus obtain

$$
Z\left(\frac{1}{2} i K^{\prime}\right)=\frac{1}{2} i(1+k)-\frac{i \pi}{4 K^{\prime}}
$$

It will be recollected that

$$
Z\left(\frac{1}{2} K\right)=\frac{1}{2}\left(1-K^{\prime}\right),
$$

and we thence by the addition-equation find

$$
Z\left(\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right)=\frac{1}{2}\left(k+i k^{\prime}\right)-\frac{i \pi}{4 K} .
$$

195. Starting from

$$
Z u=-\frac{E}{K} u+\int_{0} \operatorname{dn}^{2} u d u
$$

we have

$$
\begin{aligned}
Z(u+a) & =-\frac{E}{K}(u+a)+\int_{-a} \mathrm{dn}^{2}(u+a) d u \\
& =-\frac{E}{K}(u+a)+\int_{0} \operatorname{dn}^{2}(u+a) d u+\int_{0}^{a} \mathrm{dn}^{2} u d u, \\
& =-\frac{E}{K} u+\int_{0} \operatorname{dn}^{2}(u+a) d u+Z a,
\end{aligned}
$$

that is

$$
\int_{0} \mathrm{dn}^{2}(u+a) d u=\frac{E}{K^{2}} u+Z(u+a)-Z a .
$$

And similarly, observing that $Z(-a)=-Z a$, we have

$$
\int_{0} \mathrm{dn}^{2}(u-a) d u=\frac{E}{K^{2}} u+Z(u-a)+Z a,
$$

whence

$$
\int_{0} \mathrm{dn}^{2}(u+a) d u-\int_{0} \operatorname{dn}^{2}(u-a) d u=Z(u+a)-Z(u-a)-2 Z a .
$$

196. We find without difficulty

$$
\begin{aligned}
\frac{d}{d u} \frac{\operatorname{cn} u \operatorname{dn} u}{\operatorname{sn} u} & =-\frac{\operatorname{cn}^{2} u}{\operatorname{sn}^{2} u}-\operatorname{dn}^{2} u \\
& =\operatorname{dn}^{2}\left(u+i K^{\prime}\right)-\operatorname{dn}^{2} u
\end{aligned}
$$

and thence

$$
\begin{aligned}
\frac{\operatorname{cn} u \operatorname{dn} u}{\operatorname{sn} u}= & C+\int \operatorname{dn}^{2}\left(u+i K^{\prime}\right) d u-\int \operatorname{dn}^{2} u d u \\
& =C+Z\left(u+i K^{\prime}\right)-Z u .
\end{aligned}
$$

To determine the constant, write $u=-\frac{1}{2} i K^{\prime}$, we have
or substituting for the functions of $\frac{1}{2} i K^{\prime}$ their values, this is

$$
i(1+k)=C+i(1+k)-\frac{i \pi}{2 \bar{K}},
$$

and therefore

$$
C=\frac{i \pi}{2 K}:
$$

hence the equation is

$$
\frac{\operatorname{cn} u \operatorname{dn} u}{\operatorname{sn} u}=\frac{i \pi}{2 K}+Z\left(u+i K^{\prime}\right)-Z u .
$$

The Function $\Theta u . \quad$ Art. Nos. 197 to 199.
197. The definition has been given at the beginning of the present Chapter.
$\Theta u$ is obviously an even function, $\Theta(-u)=\Theta u$; and wé have $\Theta 0=\sqrt{\frac{2 k^{\prime} K}{\pi}}$.

We have

$$
\Theta(i u)=\sqrt{\frac{2 k^{\prime} K}{\pi}} e^{i \int_{0} z((k) d u},
$$

and therefore also

$$
\theta\left(i u, k^{\prime}\right)=\sqrt{\frac{2 k K^{\prime}}{\pi} e^{i \int_{0} Z\left(i u, k^{\prime}\right) d u}}
$$

108. From the equation

$$
Z u=\frac{\operatorname{sn} u \operatorname{dn} u}{\operatorname{cn} u}-\frac{\pi u}{2 K K^{\prime}}+i Z\left(i u, k^{\prime}\right),
$$

multiplying by $d u$ and integrating from $u=0$ (observing that $\frac{\operatorname{sn} u \operatorname{dn} u}{\operatorname{cn} u}=-\frac{d}{d u} \log \operatorname{cn} u$ ), we have

$$
\int_{0} Z u d u=-\log \operatorname{cn} u-\frac{\pi u^{2}}{4 K K^{\prime \prime}}+i \int_{0} Z\left(\dot{\imath} u, k^{\prime}\right)
$$

and taking the exponential of each side and expressing the values in terms of $\Theta$ we have

$$
\Theta u=\sqrt{\bar{k} K^{\prime} K^{\prime}} e^{-\frac{\pi n t}{4 \kappa K^{\prime}}} \frac{1}{\operatorname{cn} u} \Theta\left(i u, k^{\prime}\right)^{*} .
$$

199. From the equation

$$
Z u=-\frac{\operatorname{cn} u \operatorname{dn} u}{\operatorname{sn} u}+\frac{i \pi}{2 K}+Z(u+i K)
$$

we deduce in like manner

$$
\Theta u=C e^{\frac{i \pi u}{2 K}} \frac{1}{\operatorname{sn} u} \Theta\left(u+i K^{\prime}\right)
$$

and, in order to determine the constant, writing berein $u=-\frac{1}{2} i K^{\prime}$, we find

$$
C=-\sin \frac{1}{2} i K^{\prime} e^{-\frac{\pi K^{\prime}}{4 K^{K}}}=-\frac{i}{\sqrt{k}} e^{-\frac{\pi K^{\prime}}{4 K}},
$$

whence the equation is

$$
\Theta u=-\frac{i}{\sqrt{k}} e^{-\frac{\pi}{4 K^{( }\left(K^{-}-i u\right)}} \frac{1}{\sin u} \Theta\left(u+i K^{\prime}\right)
$$

an equation which will presently be proved in a different manner.

$$
\text { Expression of } \Pi(u, a) \text { in terms of } \Theta u . \quad \text { Art. No. } 200 .
$$

200. We bave

$$
\begin{aligned}
& \operatorname{sn}(u+a)+\operatorname{sn}(u-a)=\frac{2 \operatorname{sn} u \operatorname{cn} a \operatorname{dn} a}{1-k^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2} u}, \\
& \operatorname{sn}(u+a)-\operatorname{sn}(u-a)=\frac{2 \operatorname{sn} a \operatorname{cn} u \operatorname{dn} u}{1-k^{2} \operatorname{si}^{2} a \operatorname{sn}^{2} u},
\end{aligned}
$$

- This is in effect Jacobi's formuln, Fund. Nova, p. 163 (5), viz. interehanging therein $k$ and $k^{\prime}$, it becomes

$$
\frac{\theta\left(i u, k^{\prime}\right)}{\theta\left(0, k^{\prime}\right)}=e^{\frac{\pi u^{2}}{K^{\prime}}} \operatorname{cn} u \frac{\theta(u, k)}{\theta(0, k)}
$$

that is

$$
\theta(u, k)=\frac{\theta(0, k)}{\theta\left(0, k^{\prime}\right)} e^{-\frac{\pi u^{2}}{4 K K^{\prime}}} \frac{1}{\operatorname{cn} *} \theta\left(i s, k^{\prime}\right)
$$

or substituting for $\theta\left(0, k^{\prime}\right), \theta\{0, k)$ their values, this is the formula of the text.
and thence

$$
\begin{aligned}
\operatorname{sn}^{2}(u+a)-\mathrm{sn}^{2}(u-a) & =\frac{4 \operatorname{sn} a \operatorname{cn} a \operatorname{dn} a \operatorname{sn} u \operatorname{cn} u \operatorname{dn} u}{\left(1-k^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2} u\right)^{2}}, \\
& =2 \frac{d}{d u} \cdot \frac{\operatorname{sn} a \operatorname{cn} a \operatorname{dn} a \operatorname{sn}^{2} u}{1-h^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2} u},
\end{aligned}
$$

as is at once verified from the relation $\frac{d}{d u} \mathrm{sn} u=\mathrm{cn} u \mathrm{dn} u$.
The equation may be written
$-\frac{1}{2} \mathrm{dn}^{2}(u+a)+\frac{1}{2} \mathrm{dn}^{2}(u-a)$

$$
=\frac{d}{d u} \cdot \frac{k^{2} \operatorname{sn} a \mathrm{cn} a \operatorname{dn} a \operatorname{sn}^{2} u}{1-k^{2} \operatorname{sn}^{2} a \sin ^{2} u},=\frac{d^{2}}{d u^{2}} \Pi(u, a),
$$

whence multiplying by $d u$ and integrating from $u=0$,

$$
-\frac{1}{2} \int_{0} \mathrm{dn}^{2}(u+a) d u+\frac{1}{2} \int_{0} \mathrm{dn}^{2}(u-a) d u=\frac{d}{d u} \Pi(u, a),
$$

or, what is the same thing,

$$
\frac{d}{d u} \Pi(u, a)=Z a+\frac{1}{2} Z(u-a)-\frac{1}{2} Z(u+a) .
$$

Substituting herein for $Z(u-a), Z(u+a)$ their values

$$
\frac{\Theta^{\prime}(u-a)}{\Theta(u-a)}, \frac{\Theta^{\prime}(u+a)}{\Theta(u+a)},
$$

multiplying by $d u$ and integrating from $u=0$, we have

$$
\Pi(u, a)=u Z a+\frac{1}{2} \log _{\Theta(u+a)}^{\Theta(u-a)},
$$

where for $Z a$ we may of course substitute its value, $=\frac{\Theta^{\prime} a}{\Theta a}$.
The Function $\Theta u$ resumed. Art. Nos. 201 to 206.
201. We have
$\frac{d}{d u} \Pi(u, a)=\frac{k^{4} \operatorname{sn} a \mathrm{cn} a \mathrm{dn} a \mathrm{sn}^{2} u}{1-k^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2} u},=-\frac{1}{2} \frac{d}{d a} \log \left(1-k^{2} \mathrm{sn}^{2} a \mathrm{sn}^{2} u\right)$, that is

$$
2 \frac{\Theta^{\prime} a}{\Theta a}+\frac{\Theta^{\prime}(u-a)}{\Theta(u-a)}-\frac{\Theta^{\prime}(u+a)}{\Theta(u+a)}=-\frac{d}{d a} \log \left(1-k^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2} u\right)
$$

or what is the same thing,

$$
\begin{aligned}
& \frac{d}{d a} \log \Theta(u-a)+\frac{d}{d a} \log \Theta(u+a) \\
&=2 \frac{d}{d a} \log \Theta a+\frac{d}{d a} \log \left(1-k^{\prime} \operatorname{sn}^{2} a \operatorname{sn}^{2} u\right) .
\end{aligned}
$$

Integrating in regard to $a$ we have

$$
\Theta(u-a) \Theta(u+a)=C \Theta^{2} a\left(1-k^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2} u\right)
$$

where of course the constant of integration $C$ may be a function of $u$. To determine it write $a=0$, we have

$$
\Theta^{2} u=C \Theta^{2} 0=C \frac{2 k^{\prime} K}{\pi},
$$

and then the equation is

$$
\Theta(u-a) \Theta(u+a)=\frac{\pi}{2 k^{\prime} \bar{K}} \Theta^{2} u \Theta^{2} a\left(1-k^{2} \operatorname{sn}^{2} a \mathrm{sn}^{2} u\right)
$$

202. Writing the differential formula under the form

$$
\frac{h^{2} \operatorname{sn} a \operatorname{cn} a \operatorname{dn} a \operatorname{sn}^{2} u}{1-h^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2} u}=Z a+\frac{1}{2} Z(u-a)-\frac{1}{2} Z(u+a)
$$

if we herein interchange $a, u$, this becomes

$$
\frac{h^{2} \operatorname{sn} u \operatorname{cn} u \operatorname{dn} u \operatorname{sn}^{2} a}{1-k^{2} \operatorname{sn}^{2} a \operatorname{sn}^{3} u}=Z u-\frac{1}{2} Z(u-a)-\frac{1}{2} Z(u+a),
$$

and adding the two together we have

$$
Z u+Z a-Z(u+a)=k^{2} \operatorname{sn} u \operatorname{sn} a \operatorname{sn}(u+a),
$$

viz. we thus reproduce the addition-formula for the function $Z$.
203. Starting with

$$
\Pi(u, a)=u Z a-\frac{1}{2} \log \frac{\Theta(u+a)}{\Theta(u-a)},
$$

and writing herein $u+a$ in place of $u$, we havo

$$
\Pi(u+a, a)=(u+a) Z a-\frac{1}{2} \log \frac{\Theta(u+2 a)}{\Theta u} ;
$$

we have in the present chapter found the values of $\Pi(u+a, a)$ in the several cases $a=\frac{1}{2} i K^{\prime}, a=\frac{1}{2} K, a=\frac{1}{2} K+\frac{1}{2} i K^{\prime \prime}$.
204. First $a=\frac{1}{2} i K^{\prime \prime}$, we have

$$
\begin{array}{r}
\frac{1}{2} i(1+k)\left(u+\frac{1}{2} i K^{\prime \prime}\right)-\frac{1}{2} \log \operatorname{sn} u+\frac{1}{2} \log \left(\frac{-i}{\sqrt{k}}\right) \\
=Z\left(\frac{1}{2} i K^{\prime \prime}\right)\left(u+\frac{1}{2} i K^{\prime \prime}\right)-\frac{1}{2} \log \frac{\Theta\left(u+i K^{\prime \prime}\right)}{\Theta u}
\end{array}
$$

that is

$$
\begin{aligned}
& \log \operatorname{sn} u=\left\{i(1+k)-2 Z\left(\frac{1}{2} i K^{\prime}\right)\right\}\left(u+\frac{1}{2} i K^{\prime}\right) \\
&+\log \left(\frac{-i}{\sqrt{k}}\right)+\log \frac{\Theta\left(u+i K^{\prime}\right)}{\Theta u}
\end{aligned}
$$

which substituting for $Z\left(\frac{1}{2} i K^{\prime}\right)$ its value becomes

$$
=\frac{i \pi}{2 K^{\prime}}\left(u+\frac{1}{2} i K^{\prime}\right)+\log \left\{\frac{-i}{\sqrt{k}} \frac{\Theta\left(u+i K^{\prime}\right)}{\Theta u}\right\}
$$

or writing the first term under the form $-\frac{\pi}{4 K}\left(K^{\prime}-2 i u\right)$, and taking the exponentials of each side,

$$
\operatorname{sn} u=e^{-\frac{\pi}{4 K}\left(K^{\prime}-2(u)\right.} \cdot \frac{-i}{\sqrt{k}} \frac{\Theta\left(u+i K^{\prime \prime}\right)}{\Theta u}
$$

205. Secondly $a=\frac{1}{2} K$, we have

$$
\begin{aligned}
\frac{1}{2}\left(1-k^{\prime}\right)\left(u+\frac{1}{2} K\right) & -\frac{1}{2} \log \operatorname{dn} u+\frac{1}{2} \log \sqrt{k^{\prime}} \\
& =Z\left(\frac{1}{2} K\right)\left(u+\frac{1}{2} K\right)-\frac{1}{2} \log \frac{\Theta(u+K)}{\Theta u},
\end{aligned}
$$

that is

$$
\begin{aligned}
\log \operatorname{dn} u=\left\{1-k^{\prime}-2 Z\left(\frac{1}{2} K^{\prime}\right)\right\} & \left(u+\frac{1}{2} K\right) \\
& +\log \sqrt{k^{\prime}}+\log \frac{\Theta(u+K)}{\Theta u}
\end{aligned}
$$

where the term in $u+\frac{1}{2} K$ vanishes by reason of the value of $Z\left(\frac{1}{2} K\right)$, and passing to the exponentials we have

$$
\operatorname{dn} u=\sqrt{k} \frac{\Theta(u+K)}{\Theta u}
$$

206. Thirdly $a=\frac{1}{2} K+\frac{1}{2} i K^{\prime \prime}$, we have

$$
\begin{aligned}
& \frac{1}{2}\left(k+i K^{\prime}\right)\left(u+\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right)-\frac{1}{2} \log \operatorname{cn} u+\frac{1}{2} \log \sqrt{\frac{-i k^{\prime}}{k}} \\
& \quad=Z\left(\frac{1}{2} K^{\prime}+\frac{1}{2} i K^{\prime \prime}\right)\left(u+\frac{1}{2} K+\frac{1}{2} i K^{\prime \prime}\right)-\frac{1}{2} \log \frac{\Theta\left(u+K+i K^{\prime}\right)}{\Theta u}
\end{aligned}
$$

that is

$$
\begin{aligned}
\log \text { en } u & =\left\{k+i k^{\prime}-2 Z\left(\frac{1}{2} K+\frac{1}{2} i K^{\prime \prime}\right)\right\}\left(u+\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right) \\
& +\log \sqrt{-\frac{i k^{\prime}}{k}}+\log \frac{\Theta\left(u+K^{\prime}+i K^{\prime}\right)}{\Theta u}
\end{aligned}
$$

or substituting for $Z\left(\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right)$ its value, the first term is $\frac{i \pi}{2 K^{K}}\left(u+\frac{1}{2} K+\frac{1}{2} i K^{\prime}\right)$, which is $=-\frac{\pi}{4 K^{\prime}}\left(K^{\prime}-2 i u\right)+\frac{i \pi}{4}:$ hence passing to the exponentials and observing that

$$
e^{\frac{i r}{4}} \sqrt{\frac{-i k^{\prime}}{k}}=\sqrt{i} \sqrt{\frac{-i k^{\prime}}{k}},=\sqrt{\frac{k}{k}},
$$

we have

$$
\operatorname{cn} u=e^{-\frac{\pi}{4 K}\left(K^{-}-2 i u\right)} \sqrt{\bar{k}} \frac{\Theta\left(u+K+i K^{\prime}\right)}{\Theta u}
$$

Recapitulation. Art. No. 207.
207. We now see that the elliptie functions $\operatorname{sn} u, \mathrm{cn} u, \operatorname{dn} u$, that the elliptic function of the second kind considered as a function of $u$, and for eonvenience replaced by Jacobi's $Z u$, and that the function of the third kind considered under Jacobi's form $\Pi(u, a)$, are all of them expressed in terms of the single function $\Theta(u)$, and the $k$-functions $K, K^{\prime}$, viz. that we have

$$
\begin{align*}
\operatorname{sn} u & =e^{-\frac{\pi}{i K}\left(K^{\prime}-2 i u\right)} \cdot \frac{-i}{\sqrt{k}} \Theta\left(u+i K^{\prime}\right), \\
\operatorname{cn} u & =e^{-\frac{\theta^{K}}{4 K}\left(K^{\prime}-2 i u\right)} \sqrt{\frac{k^{\prime}}{k}} \Theta\left(u+K+i K^{\prime}\right), \\
\operatorname{dn} u & = \\
\text { denom. } & =
\end{align*}
$$

viz. these are fractional functions having the common denominator $\Theta u$, and having also $\Theta$-functions in their numerators; and further that

$$
Z u=\frac{\Theta^{\prime} u}{\Theta u}, \quad \Pi(u, a)=u \frac{\Theta^{\prime} a}{\Theta a}+\frac{1}{2} \log \frac{\Theta(u-a)}{\Theta(u+a)}:
$$

and conversely that $\Theta u$ is a function derived from $\operatorname{sn} u$ by the equation

$$
\Theta u=\sqrt{\frac{2 k^{\prime} K}{\pi}} e^{\frac{3}{2}\left(1-\frac{E}{\Sigma}\right) u a-k \int_{0} d u \int_{0}^{d u s n}{ }^{r} u}
$$

(involving the $k$-function $E$, Legendre's $E_{1} k$ ).
And we have also proved the formula

$$
\Theta u=\sqrt{\frac{k^{\prime} K}{k K^{\prime}}} e^{-\frac{m u^{\prime}}{k K K^{\prime}}} \frac{1}{\operatorname{cn} u} \Theta\left(\dot{u} u, k^{\prime}\right),
$$

or as this may also be written
and the formula

$$
\Theta(u+a) \Theta(u-a)=\frac{\pi}{2 k K} \Theta^{2} u \Theta^{2} a\left(1-k^{2} \mathrm{sn}^{2} u \mathrm{sn}^{\mathbf{2}} a\right)
$$

The Function Hu. Art. Nos. 208, 200.
208. If introducing for convenience a new function $H u^{*}$, we write

$$
H u=-i e^{-\frac{\pi}{4 K^{\prime}}\left(K^{-}-2 u(u)\right.} \otimes\left(u+i K^{\prime}\right),
$$

and therefore also

$$
\begin{aligned}
H(u+K)= & -i e^{-\frac{\pi}{4 K}\left(K^{-}-2(u)++i r\right.} \Theta\left(u+K+i K^{\prime}\right), \\
& =e^{-\frac{\pi}{4 K^{\prime}}(\bar{K}-2 i u)} \Theta(u+K),
\end{aligned}
$$

* If instead of Jacobi's $\theta, H$ we use the four functions $\theta_{u}, \theta_{1} u, \theta_{\mathbf{s}} u, \theta_{3} \mathbf{u t}$, $=\theta u, \frac{1}{\sqrt{k}} H u, \sqrt{\frac{k}{k}} \Pi(u+K), \sqrt{k^{\prime}} \theta_{(u+K)}$ respectively, then $\theta_{1} u, \theta_{\mathbf{s}} u, \theta_{3} u$ are the numerators, and $\theta_{u}$ the common denominator, for the three elliptic functions $\mathrm{sn}, \mathrm{cn}, \mathrm{dn} u$. The four functions $\boldsymbol{\theta}_{\mathbf{1}}, \boldsymbol{\theta}_{\boldsymbol{y}}, \boldsymbol{\theta}_{\mathbf{3}}, \boldsymbol{\theta}$ have been tabulated under the superintendence of Mr J. W. L. Glaisher, and are in course of publication.
vi.]

$$
\text { the functions } \Pi(u, a), Z u, \Theta u, H u \text {. }
$$

then the formulæ for the elliptic functions become

$$
\begin{align*}
& \operatorname{sn} u=\frac{1}{\sqrt{k}} I I u, \\
& \operatorname{cn} u=\sqrt{\frac{k^{\prime}}{k}} H(u+K), \\
& \operatorname{dn} u=\sqrt{k} \Theta(u+K),
\end{align*}
$$

where denom, $=\Theta u$.
It hence appears that $H u$ is an odd function of $u$, which for $u$ indefinitely small becomes $=\sqrt{\frac{2 k k^{2} K}{\pi}} u$.
209. Combining with

$$
\Theta(u+a) \Theta(u-a)=\frac{\pi}{2 k^{\prime} K} \Theta^{\prime} u \Theta^{2} a\left(1-k^{2} \mathrm{sn}^{2} u \operatorname{sn}^{2} a\right),
$$

the equation

$$
\operatorname{sn}(u+a) \operatorname{sn}(u-a)=\frac{\operatorname{sn}^{2} u-\operatorname{sn}^{2} a}{1-k^{3} \operatorname{sn}^{2} u \operatorname{sn}^{2} a},
$$

and attending to the expressions of $\operatorname{sn} u, \operatorname{sn} a$ in terms of $H, \Theta$, we have

$$
H(u+a) H(u-a)=\frac{\pi}{2 k^{\prime} K}\left(H^{\mathbf{y}} u \Theta^{2} a-H^{2} a \Theta^{2} u\right)
$$

The Function $\Pi(u, a)$ resumed. Art. Nos. 210 to 215.
210. We deduce the addition-equation for the function of the third kind $\Pi(u, a)$, viz. we have first

$$
\begin{aligned}
& \Pi(u, a)+\Pi(v, a)-\Pi(u+v, a) \\
& \quad=\frac{1}{2} \log \frac{\Theta(u-a) \Theta(v-a) \Theta(u+v+a)}{\Theta(u+a) \Theta(v+a) \Theta(u+v-a)}\left(=\frac{1}{2} \log \Omega, \text { suppose }\right),
\end{aligned}
$$

where the logarithmic term containing the functions $\Theta$ may be in three different ways made to depend on the functions sn .
211. First we have
$\Theta(u-a) \Theta(v-a)=\frac{1}{\Theta \Theta^{2} 0} \Theta^{2} \frac{1}{2}(u-v) \Theta^{2}\left(\frac{1}{2}(u+v)-a\right)$

$$
\left\{1-k^{2} \operatorname{sn}^{2} \frac{1}{2}(u-v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)-a\right)\right\},
$$

$\Theta(u+a) \Theta(v+a)=\frac{1}{\Theta^{2} 0} \Theta^{2} \frac{1}{2}(u-v) \Theta^{2}\left(\frac{1}{2}(u+v)+a\right)$

$$
\left\{1-k^{2} \operatorname{sn}^{2} \frac{1}{2}(u-v) \mathrm{sn}^{2}\left(\frac{1}{2}(u+v)+a\right)\right\}
$$

$\Theta a \Theta(u+v-a)=\frac{1}{\Theta)^{2} 0} \Theta^{2} \frac{1}{2}(u+v) \Theta^{2}\left(\frac{1}{2}(u+v)-a\right)$

$$
\left\{1-k^{2} \operatorname{sn}^{2} \frac{1}{2}(u+v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)-a\right)\right\}
$$

$\Theta a \Theta(u+v+a)=\frac{1}{\Theta^{2} 0} \Theta^{2} \frac{1}{2}(u+v) \Theta^{2}\left(\frac{1}{2}(u+v)+a\right)$

$$
\left\{1-k^{2} \operatorname{sn}^{2} \frac{1}{2}(u+v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)+a\right)\right\},
$$

and taking the product of the first and fourth expressions divided by that of the second and third, we have
$\Omega=\left\{\begin{array}{l}\left\{1-h^{3} \operatorname{sn}^{2} \frac{1}{2}(u-v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)-a\right)\right\}\left\{1-k^{2} \operatorname{sn}^{2} \frac{1}{2}(u+v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)+a\right)\right\} \\ \left\{1-h^{2} \operatorname{sn}^{2} \frac{1}{2}(u-v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)+a\right)\right\}\left\{1-k^{2} \operatorname{sn}^{2} \frac{1}{2}(u+v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)-a\right)\right\}\end{array}\right.$.
212. Secondly we have

$$
\begin{aligned}
& \Theta^{2}(u-a) \Theta^{2}(v-a)=\Theta^{2} 0 . \Theta(u-v) \Theta(u+v-2 a) \\
& \div\left\{1-k^{2} \operatorname{sn}^{2}(u-a) \operatorname{sn}^{2}(v-a)\right\}
\end{aligned}
$$

$$
\Theta^{2}(u+a) \Theta^{2}(v+a)=\Theta^{2} 0 \cdot \Theta(u-v) \Theta(u+v+2 a)
$$

$$
\div\left\{1-h^{2} \operatorname{sn}^{2}(u+a) \mathrm{sn}^{2}(v+a)\right\}
$$

$$
\Theta^{2} a \Theta^{2}(u+v-a)=\Theta^{2} 0 \cdot \Theta(u+v) \Theta(u+v-2 a)
$$

$$
\div\left\{1-k^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2}(u+v-a)\right\}
$$

$\Theta^{2} a \Theta^{2}(u+v+a)=\Theta^{2} 0 \cdot \Theta(u+v) \Theta(u+v+2 a)$

$$
\div\left\{1-k^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2}(u+v+a)\right\}
$$

and then in like manner we obtain

$$
\Omega=\sqrt{\left.\frac{\left\{1-k^{2} \operatorname{sn}^{2}(u+a) \operatorname{sn}^{2}(v+a)\right\}\left\{1-k^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2}(u+v-a)\right.}{\left\{1-k^{2} \sin ^{2}(u-a) \sin ^{2}(v-a)\right\}\left\{1-k^{2} \mathrm{sin}^{2} a \operatorname{sn}^{2}(u+v+a)\right\}}\right\} .}
$$

213. But, thirdly, from the form originally obtained for the addition-equation, the same quantity should be

$$
\Omega=\frac{1-k^{2} \operatorname{sn} a \operatorname{sn} u \operatorname{sn} v \operatorname{sn}(u+v-a)}{1+k^{2} \operatorname{sn} a \operatorname{sn} u \operatorname{sn} v \sin (u+v+a)}
$$

The transformation is effected as follows:

We have

$$
\begin{aligned}
& \left\{1-k^{3} \operatorname{sn}^{2} \frac{1}{2}(u+v) \operatorname{sn}^{2} \frac{1}{2}(u-v)\right\} \operatorname{sn} u \operatorname{sn} v \\
& \\
& \quad=\operatorname{sn}^{2} \frac{1}{2}(u+v)-\mathrm{sn}^{2} \frac{1}{2}(u-v), \\
& \left\{1-k^{2} \operatorname{sn}^{2} \frac{1}{2}(u+v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)-a\right)\right\} \operatorname{sn} a \operatorname{sn}(u+v-a) \\
& =\operatorname{sn}^{2} \frac{1}{2}(u+v)-\operatorname{sn}^{2}\left(\frac{1}{2}(u+v)-a\right),
\end{aligned}
$$

and taking the products of the two sides each multiplied by $-k^{3}$, and adding a common term on each side, we have

$$
\begin{aligned}
&\left\{1-k^{2} \operatorname{sn}^{2} \frac{1}{2}(u+v) \operatorname{sn}^{2} \frac{1}{2}(u-v)\right\}\left\{1-k^{2} \operatorname{sn}^{2} \frac{1}{2}(u+v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)-a\right)\right\} \\
& \times\left\{1-k^{2} \operatorname{sn} a \operatorname{sn} u \operatorname{sn} v \operatorname{sn}(u+v-a)\right\} \\
&=\left\{1-k^{2} \operatorname{sn}^{2} \frac{1}{2}(u+v) \operatorname{sn}^{2} \frac{1}{2}(u-v)\right\}\left\{1-h^{2} \operatorname{sn}^{2} \frac{1}{2}(u+v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)-a\right)\right\} \\
&-k^{2}\left\{\operatorname{sn}^{2} \frac{1}{2}(u+v)-\operatorname{sn}^{2} \frac{1}{2}(u-v)\right\}\left\{\operatorname{sn}^{2} \frac{1}{2}(u+v)-\operatorname{sn}^{2}\left(\frac{1}{2}(u+v)-a\right)\right\}, \\
&=1+k^{4} \operatorname{sn}^{4} \frac{1}{2}(u+v) \operatorname{sn}^{2} \frac{1}{2}(u-v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)-a\right) \\
& \quad-k^{2} \operatorname{sn}^{4} \frac{1}{2}(u+v)-k^{2} \operatorname{sn}^{2} \frac{1}{2}(u-v) \mathrm{sn}^{2}\left(\frac{1}{2}(u+v)-a\right), \\
&=\left\{1-k^{2} \operatorname{sn}^{4} \frac{1}{2}(u+v)\right\}\left\{1-k^{2} \operatorname{sn}^{2} \frac{1}{2}(u-v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)-a\right)\right\}^{*} .
\end{aligned}
$$

Changing the sign of $a$ we have a second like equation, and dividing one by the other, we find the required equation

$$
\begin{gathered}
\left\{1-k^{2} \sin ^{2} \frac{1}{2}(u+v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)-a\right)\right\}\left\{1-k^{2} \sin ^{2} \frac{1}{2}(u-v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)+a\right)\right\} \\
\left\{1-k^{2} \sin ^{2} \frac{1}{2}(u+v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)+a\right)\right\}\left\{1-k^{2} \sin ^{2} \frac{1}{2}(u-v) \operatorname{sn}^{2}\left(\frac{1}{2}(u+v)-a\right)\right\} \\
=\frac{1+k^{2} \operatorname{sn} a \operatorname{sn} u \operatorname{sn} v \operatorname{sn}(u+v+a)}{1-k^{2} \sin a \operatorname{sn} u \operatorname{sn} v \operatorname{sn}(u+v-a)} .
\end{gathered}
$$

214. The conclusion is

$$
\mathrm{II}(u, a)+\mathrm{II}(v, a)-\mathrm{II}(u+v, a)=\frac{1}{2} \log \Omega
$$

where $\Omega$ is expressed in the three forms just obtained.
215. In the equation

$$
\Pi(u, a)=u Z a+\frac{1}{2} \log \frac{\Theta(u-a)}{\Theta(u+a)}
$$

* The identity, writing therein

$$
u, a, v \text { for } \frac{1}{1}(u-r), \frac{1}{1}(u+r), \frac{1}{1}(u+v)-a \text {, }
$$

becomea
$1-k^{2} \operatorname{sn}(a+u) \operatorname{sn}(a-u) \operatorname{sn}(a+v) \operatorname{sn}(a-r)=\frac{\left\{1-k^{7} \mathrm{sn}^{4} a\right\}\left\{1-k^{2} \mathrm{sn}^{2} u \mathrm{sn}^{2} v\right\}}{\left\{1-k^{2} \mathrm{Bu}^{2} a \mathrm{~A}^{3} u\left\{\left\{1-k^{2} \mathrm{sn}^{2} a \mathrm{sn}^{2}+\right\}\right.\right.}$.
interchanging $u$ and $a$, we obtain (observing that $\Theta$ is an even function)

$$
\Pi(a, u)=a Z u+\frac{1}{2} \log \underset{\Theta(u-a)}{\Theta(u+a)},
$$

and thence

$$
\Pi(u, a)-\Pi(a, u)=u Z a-a Z u
$$

which is the theorem for the interchange of amplitude and parameter.

And we hence deduce

$$
\Pi(u, a)+\Pi(u, b)-\Pi(u, a+b)=
$$

$$
\Pi(a, u)+\Pi(b, u)-\Pi(a+b, u)+u\{Z a+Z b-Z(a+b)] .
$$

Here on the right-hand side by the addition-theorem the first term is $=\frac{1}{2} \log \Omega^{\prime}$, where $\Omega^{\prime}$ is the same function of $a, b, u$ that $\Omega$ is of $u, v, a$ : we have thus $\Omega^{\prime}$ in three forms oue of which is

$$
\Omega^{\prime}=\begin{aligned}
& 1-k^{2} \operatorname{sn} a \operatorname{sn} b \operatorname{sn}(a+b-u) \operatorname{sn} u \\
& 1+k^{2} \sin a \operatorname{sn} b \operatorname{sn}(a+b+u) \operatorname{sn} u
\end{aligned},
$$

and the second term is, by the addition-theorem for $Z$,

$$
=k^{2} \operatorname{sn} a \operatorname{sn} b \operatorname{sn}(a+b) u
$$

we have therefore
$\Pi(u, a)+\Pi(u, b)-\Pi(u, a+b)$

$$
=k^{2} \operatorname{sn} a \operatorname{sn} b \operatorname{sn}(a+b) u+\frac{1}{2} \log \Omega^{\prime},
$$

which is the theorem for the addition of parameters.

Multiplication of the Functions $\Theta u, H u$. Art. Nos. 216, 217.
216. From the equation

$$
\Theta(u+v) \Theta(u-v)=\frac{\Theta^{2} u \Theta^{v} v}{\Theta^{2} 0}\left(1-k^{2} \operatorname{sn}^{2} u \operatorname{sn}^{2} v\right)
$$

we deduce

$$
\begin{aligned}
& \Theta(2 u)=\quad \Theta^{4} u\left(1-k^{2} \mathrm{sn}^{4} u\right), \\
& \Theta(3 u)=\frac{\Theta^{2}(2 u) \Theta u}{\Theta \Theta^{2} 0}\left(1-k^{2} \mathrm{sn}^{2} u \mathrm{sn}^{2} 2 u\right), \\
& \Theta(4 u)=\frac{\Theta^{4}(2 u)}{\Theta^{3} 0} \quad\left(1-k^{2} \mathrm{si}^{4} 2 u\right),
\end{aligned}
$$

and it is hence easy to see that $\Theta n u \div \Theta^{n 2}(u)$ is a rational and integral function of $\operatorname{sn}^{2} u$ of the degree $\frac{1}{2} n^{2}$ or $\frac{1}{2} \cdot\left(n^{2}-1\right)$ (that is $n^{2}$ or $n^{2}-1$ in sn $u$ ) according as $n$ is even or odd. More precisely we may say that $\Theta n u . \Theta^{n^{1}-1} 0 \div \Theta^{n^{2}} u$ is such a function, reducing itself to unity for $\mathrm{sn} u=0$; and it thus appears that considering sn $n u, \mathrm{cn} n u, \mathrm{dn} n u$ as expressed in terms of $\mathrm{sn} u$ by the multiplication formulæ, in such wise that for $u=0$ the denominator is $=1$, then this denominator will be

$$
=\Theta_{n u} \cdot \theta^{n^{2}-1} 0 \div \theta^{n^{3}} u
$$

217. And it hence of course follows that the three numerators are

$$
\begin{aligned}
& =\frac{1}{\sqrt{k}} H n u \cdot \Theta^{n^{2}-1} 0 \div \Theta^{n^{2}} u \\
& =\sqrt{\frac{k^{\prime}}{k}} H(n u+K) \Theta^{n^{2}-1} 0 \div \Theta^{n^{2}} u \\
& =\sqrt{k^{\prime}} \Theta(n u+K) \Theta^{n^{2}-1} 0 \div \Theta^{n^{2}} u
\end{aligned}
$$

respectively. It will appear in the sequel how we thence obtain the expressions of these numerators and denominator.
c.

## CHAPTER VII.

TRANSFORMATION. GENERAL OUTLINE.
218. The theory of transformation is considered in the first instance in regard to the differential expression $\frac{d x}{\sqrt{X}}$ (which, for the elliptic integrals, has the particular form $\left.\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}\right)$, and then to the elliptic functions $\mathrm{sn}, \mathrm{cn}, \mathrm{dn}$.

Case of a general quartic radical $\sqrt{X}$. Art. Nos. 219 to 222.
219. Consider the differential expression $\frac{d y}{\sqrt{Y}}$ where $Y$ is a given rational and integral quartic function of $y$. Write herein $y=\frac{U}{V}$ where $U$ and $V$ are rational and integral functions of $x$, one of them of the order $p$, the other of the order $p$ or $p-1$ : such a fraction is said to be of the order $p$. It is to be shown that the coefficients of $U, V$ may be so determined as to lead to an equation

$$
\frac{M d y}{\sqrt{\bar{Y}}}=\frac{d x}{\sqrt{X}},
$$

where $X$ is a rational and integral quartic function of $x$, and $M$ is a constant. We have

$$
\begin{aligned}
d y & =\frac{1}{V^{2}}\left(V U^{\prime}-V^{\prime} U\right) d x, \quad\left(U^{\prime}, V^{\prime}=\frac{d U}{d x}, \frac{d V}{d x}\right) \\
Y & =\frac{1}{V^{2}}(V, U)
\end{aligned}
$$

where considering $Y$ as a homogeneous quartic function of $(1, y)$, then ( $V, U)^{4}$ is what this becomes on writing therein $V, U$ in place of $1, y$ respectively: viz. $(V, U)^{4}$ is a homogeneous quartic function of $U, V$, and therefore of the order $4 p$ in $x$; $V U^{\prime}-V^{\prime} U$, if $V, U$ are of the same order $p$, would at first sight appear to be of the order $2 p-1$, but in this case the coefficient of $x^{2 p-1}$ vanishes and the order is really $=2 p-2$; viz. whether the orders of $U, V$ are $p, p$ or $p, p-1$, the order of $V U^{\prime}-V^{\prime} U$ is $=2 p-2$. The foregoing values give

$$
\frac{d y}{\sqrt{Y}}=\frac{\left(V U^{\prime}-V^{\prime} U\right) d x}{\sqrt{(V, U)^{4}}} .
$$

220. It is at once seen that if $(V, U)^{4}$ has a square factor $(x-\alpha)^{2}$ then $x-\alpha$ divides $V U^{\prime}-V^{\prime} U$. Similarly if $(V, U)^{4}$ has $2 p-2$ such factors, or if it is $=T^{2} X$, where $T^{12}$ is of the order $4 p-4$ and therefore $X$ of the order 4 , then the product $T$ of the roots of the square factors divides $V U^{\prime}-V^{\prime} U$, and since $V U^{\prime}-V^{\prime} U$ and $T$ are each of the order $2 p-2$ the quotient $\left(V U^{\prime}-V^{\prime} U\right) \div T$ must be an absolute constant $M^{-1}$. But in this case we have

$$
\frac{M d y}{\sqrt{Y}}=\frac{d x}{\sqrt{X}}
$$

an equation of the required form.
221. Regarding $U, V$ as being each of them of the order $p$, the expression $\frac{U}{V}$ contains $2 p+1$ constants, and in determining $U, V$ so as to satisfy the condition $(V, U)^{4}=T^{2} X$ we determine $2 p-2$ of these: there thus remain three arbitrary constants: this is as it should be, for if the required condition is satisfied by any particular values $U, V$, it will also be satisfied by the new values obtained by writing in the fraction $\frac{U}{V}$, in place of $x$, the function $\frac{a+\beta x}{1+\delta x}$ with three arbitrary constants. We may by such linear transformation make either $U$ or $V$ to be of the order $p-1$, or if we please begin by assuming this
to be so. But we cannot have either $U$ or $V$ of an order inferior to $p-1$; for if this were the case $V U^{\prime}-V^{\prime} U$ would be of an order inferior to $2 p-2$, while in fact it divides by $T$ which is of the order $2 p-2$.

Considering $Y$ as a given quartic function of $y$, the function $X$ is obtained as an arbitrary linear transformation of a determinate quartic function of $x$ : or what is the same thing, it is a quartic function containing a single parameter which cannot be assumed at pleasure, but is a determinate function of the coefficients of $Y$, different according to the different values of the number $p$ : which number is termed the order of the transformation.
222. It is to be observed that we cannot have any other really distinct transformation of the differential expression $\frac{d y}{\sqrt{Y}}$ into the form $\frac{M^{-1} d x}{\sqrt{X}}$ with the same radical $\sqrt{X}$ and a constant value of $M$ : for suppose that such transformation existed; say by writing $y=$ Function (z) we could obtain $\frac{d y}{\sqrt{Y}}=\frac{N^{-1} d z}{\sqrt{Z}}$ wherc $Z$ is the same quartic function of $z$ that $X$ is of $x$ and $N$ is a constant: then $\frac{d y}{\sqrt{Y}}=\frac{M^{-1} d x}{\sqrt{\bar{X}}}=\frac{N^{-1} d z}{\sqrt{Z}}$, that is $\frac{N d x}{\sqrt{X}}=\frac{M d z}{\sqrt{Z}}$; such an equation is integrable algebraically when $M, N$ are commensurable, that is proportional to integer numbers $m, n$; and from the form of the integral we infer that the equation is not integrable algebraically unless $M, N$ are commensurable: hence $N, M$ must be commensurable or the last-mentioned equation must be of the form $\frac{n d x}{\sqrt{X}}=\frac{m d z}{\sqrt{Z}}$; and we have thus a known algebraical relation between the quantities $x, z$ such that by means of it we can pass from one to the other of the transformations $y=\frac{U}{V}, y=$ Funct. $(z)$ : the two transformations would on this account be regarded as not essentially distinct the one from the other.

The standard form $\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{3} x^{2}}}$. Art. No. 223.
223. The theory applies in particular to the case of a differential expression of the form

$$
\frac{d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}},
$$

viz. this by a transformation of the form $y=\frac{U}{V}$, of the order $n$, can be converted into one of a like form in regard to $x$, that is we obtain a relation

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
$$

where, $k$ or $\lambda$ being given, the other of them and also the value of the multiplier $M$ are each determined, not uniquely but by means of an equation called the modular equation, between $k$ and $\lambda$ : more precisely, if $k$ or $\lambda$ be given, the other of them may be taken to be any particular root of the modular equation, and then the coefficients of $U, V$, and the multiplier $M$, are determinate functions of $k, \lambda$.

Distinction of cases according to the form of $n$. Art. Nos. 224 and 225.
224. In the case where $n$ is a composite number $=q r$, the modular equation breaks up, and the transformation in fact decomposes into distinct transformations. That this may be the case is clear a priori, viz. if we have $z=\frac{U_{1}}{V_{1}}$ a rational function of $x$ of the order $q$, giving rise to a relation

$$
\frac{M_{1} d z}{\sqrt{1-z^{1} \cdot 1-l^{2} z^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
$$

and $y=\frac{U_{2}}{V_{2}}$ a rational function of $z$ of the order $r$, giving rise to a relation

$$
\frac{M_{3} d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{d z}{\sqrt{1-z^{2} \cdot 1-l^{2} z^{2}}},
$$

then for $z$ substituting its value in terms of $x$, we have clearly $y=\frac{V}{V}$ a rational function of $x$ of the order $q r$, giving

$$
\frac{M_{1} M_{y} d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{4}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}} ;
$$

but to show that the case is of necessity so would require further investigation, and the question is not entered upon in the present work.

Assuming the property in question, it appears that the transformations belonging to the several prime numbers need alone be considered; viz. the cases $n=2$ and $n$ an odd prime $=p$. The case $n=2$ presents certain peculiarities.
225. $n=2$. There are in this case two distinct rational transformations, one of them of the form $y=\frac{b x}{c+d x^{2}}$ (viz. here $y$ vanishes with $x$ ), for which the new modulus is $\lambda_{,}=\frac{1-k^{\prime}}{1+k^{\prime}}$, and the other of them of the form $y=\frac{a+b x^{2}}{c+d x^{1}}$, for which the new modulus is $\gamma,=\frac{2 \sqrt{k}}{1+k}$ : these will be considered.

It is to be observed that for the case in question $n=2$, $\lambda$ and $\gamma$ correspond respectively to the real moduli $\lambda$ and $\lambda_{1}$ belonging to the case $n$, an odd prime, as presently mentioned: viz. we have the equations $\frac{1}{2} \frac{\Lambda^{\prime}}{\Lambda}=\frac{K^{\prime}}{\bar{K}}=2 \frac{\Gamma}{\Gamma}$ precisely corresponding to the equations $\frac{1}{n} \frac{\Lambda^{\prime}}{\Lambda}=\frac{K^{\prime}}{K}=n \frac{\Lambda_{1}^{\prime}}{\Lambda_{1}}$ afterwards mentioned. But in the case of $n$ an odd prime, $\lambda, \lambda_{1}$ are roots of one and the same irreducible equation: moreover (as afterwards appears) $y,=\operatorname{sn}\left(\frac{u}{M}, \lambda\right)$ and $y,=\operatorname{sn}\left(\frac{u}{M_{1}}, \lambda_{1}\right)$ are each given in terms of $x_{2}=\operatorname{sn} u$, by a rational transformation of the form $y=\frac{U}{V}$ where $y$ vanishes with $x$ : whereas in the present case
$n=2$, the corresponding functions

$$
y,=\operatorname{sn}\left(\overline{1+k^{\prime}} u, \lambda\right), y,=\operatorname{sn}(\overline{1+k} u, \gamma)
$$

are (as will be seen) given in terms of $x,=s n u$, the former by an irrational, the latter by a rational transformation, $y$ in each of them vanishing with $x$.

Instead of at once proceeding to the case of $n$ an odd prime, we take in the first instance, $n$ any odd number whatever.
$n$ an odd number: further development of the theory.
Art. Nos, 226 to 231.
226. We have here the formula

$$
y=\frac{x\left(1, x^{n}\right)^{t(n-1)}}{\left(1, x^{n}\right)^{t(n-1)}} ;
$$

viz. the numerator is an odd function of the order $n$, and the denominator an even function of the order $n-1$. We may proceed somewhat further in the determination of the form: for this purpose take $P, Q$ even functions of $x$, such that $P+Q x$ is of the degree $\frac{1}{2}(n-1)$ : for instance

$$
\begin{array}{ll}
n=3, P+Q x=\alpha+\beta x, & \text { ord. } P=0, \text { ord. } Q=0, \\
n=5, P+Q x=\alpha+\beta x+\gamma x^{2}, & \text { ord. } P=2, \text { ord. } Q=0, \\
n=7, P+Q x=\alpha+\beta x+\gamma x^{2}+\delta x^{3}, & \text { ord. } P=2, \text { ord. } Q=2, \\
n=9, P+Q x=\alpha+\beta x+\gamma x^{2}+\delta x^{2}+e x^{4}, & \text { ord. } P=4, \text { ord. } Q=2, \\
\text { and so in general; viz. } n=4 p-1, \text { the orders of } P \text { and } Q \text { are } \\
\text { each }=2 p-2, \text { but } n=4 p+1, \text { order of } P \text { is }=2 p \text { and that of } \\
Q \text { is }=2 p-2 . &
\end{array}
$$

227. This being so, assuming

$$
\frac{1-y}{1+y}=\frac{(P-Q x)^{2}}{(P+Q)^{2}} \frac{1-x}{1+x},
$$

we see that

$$
y,=\frac{x\left(P^{2}+2 P Q+Q^{2} x^{2}\right)}{P^{4}+2 P Q x^{4}+Q^{5} x^{2}},
$$

is a function of the above-mentioned form ; and not only so; but
forming the equations

$$
\begin{array}{ll}
1-y=(P-Q x)^{2}(1-x), & (\div) \\
1+y=(P+Q x)^{2}(1+x), & (\div)
\end{array}
$$

whete

$$
\text { denom. }=P^{n}+2 P Q x^{2}+Q^{2} x^{2},
$$

we see that $1-y$ and $1+y$ have each of them the required property of having in the numerators a square factor of the proper order.
228. It is next to be observed that the functions $P, Q$ may be so determined that the expression for $y$ remains unaltered when we simultaneously change $x$ into $\frac{1}{k x}$, and $y$ into $\frac{1}{\lambda y}$.

To see how this is, write for shortness

$$
y=\frac{x N\left(1, x^{2}\right)}{D\left(1, x^{2}\right)}
$$

$N, D$ being as above functions each of the order $\frac{1}{2}(n-1)$ in $x^{2}$. We have

$$
N\left(1, \frac{1}{k^{2} x^{2}}\right)=\left(\frac{1}{k x}\right)^{n-1} N\left(k^{2} x^{2}, 1\right)
$$

and considering the coefficients, say of $N\left(1, x^{*}\right)$, as given, we can at once determine those of $D\left(1, x^{*}\right)$ in such manner that, $\Omega$ being a constant, we have identically

$$
N\left(k^{2} x^{2}, 1\right)=\Omega D\left(1, x^{2}\right) .
$$

In fact the coefficients of $D$ will be those of $N$ taken in the reverse order and multiplied each by the proper power of $k$. This being so, we have

$$
N\left(1, \frac{1}{k^{2} x^{2}}\right)=\Omega\left(\frac{1}{k x}\right)^{n-1} D\left(1, x^{n}\right) ;
$$

and this identical equation, writing $\frac{1}{k x}$ for $x$, becomes

$$
N\left(1, x^{2}\right)=\Omega x^{n-1} D\left(1, \frac{1}{k^{2} x^{6}}\right),
$$

whence identically

$$
N\left(1, x^{2}\right) N\left(1, \frac{1}{k^{2} x^{2}}\right)=\frac{\Omega^{2}}{k^{n-1}} D\left(1, x^{2}\right) D\left(1, \frac{1}{k^{2} x^{2}}\right) .
$$

Suppose that writing $\frac{1}{k x}$ for $x, y$ is changed into $\bar{y}$, then

$$
\bar{y}=\frac{\frac{1}{k x} N\left(1, \frac{1}{k^{2} x^{2}}\right)}{D\left(1, \frac{1}{k^{2} x^{2}}\right)}
$$

or multiplying by $y$ and reducing by means of the result just obtained, we have

$$
y \bar{y}=\frac{\Omega^{2}}{k^{n}}
$$

viz. writing $\frac{\Omega^{2}}{k^{n}}=\frac{1}{\lambda}$ we have $\bar{y}=\frac{1}{\lambda y}$; and thus we may simultaneously change $x, y$ into $\frac{1}{k x}, \frac{1}{\lambda y}$, the theorem in question.
229. Or, in a somewhat different form, the theorem is at once seen to hold good provided we have

$$
y=\frac{\frac{x}{M}\left(1-\frac{x^{2}}{a^{2}}\right)\left(1-\frac{x^{2}}{b^{4}}\right) \cdots}{\left(1-k^{2} a^{2} x^{2}\right)\left(1-k^{2} b^{2} x^{2}\right) \ldots}
$$

for then, making the change in question it becomes

$$
\frac{1}{\lambda y}=\frac{1}{M k^{2}(a b \ldots)^{4}} \frac{\left(1-k^{2} a^{2} x^{2}\right)\left(1-k^{2} b^{2} x^{2}\right) \cdots}{\left(1-\frac{x^{2}}{a^{2}}\right)\left(1-\frac{x^{2}}{b^{2}}\right) \cdots}
$$

which is in fact the original equation provided only

$$
\lambda=M^{2} k^{n}(a b \ldots)^{4}
$$

We thus in effect determine $\lambda$ as a function of $k$ (viz. these are connected by an equation called the modular equation), and then the coefficients of $P, Q$ are determined in terms of $k, \lambda$.
230. The required condition being satisfied, we may in the formulæ which give $1-y, 1+y$ make the same change; and it is easy to see that the resulting formulæ will be of the form

$$
\begin{aligned}
& 1-\lambda y=\left(P^{\prime}-Q^{\prime} x\right)^{2}(1-k x), \\
& 1+\lambda y=\left(P^{\prime}+Q^{\prime} x\right)^{2}(1+k x),
\end{aligned}
$$

- Comparing with the former equation $\lambda=\frac{k^{n}}{\overline{0}^{2}}$, we have $\frac{1}{\bar{\Omega}}=M(a b \ldots)^{n}$.
the dcnominator being of course the same as before: hence the required condition as to the square factor is also satisfied by each of the functions $1-\lambda y, 1+\lambda y$; and the integral relation between $y, x$ leads thus to the required differential equation

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{4}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{3} x^{x}}} .
$$

231. Supposing that $n$ is not a prime number it will be the product of two or more odd primes, and the transformation will break up into distinct transformations each of which may be scparately considered. We therefore now assume $n$ an odd prime: the modular equation is in this case an irreducible equation of the order $n+1$, so that $k$ being given we have $n+1$ different values of $\lambda$; and corresponding to each of them we have a distinct formula of transformation. This modular equation is conveniently expressed as an equation between the two quantities $u=\sqrt[4]{k}$, and $v=\sqrt[1]{\lambda}$, viz. it is an equation of the form $(u, v)=0$ where $(u, v)$ is a rational function of the degree $n+1$ as regards each of the quantities ( $u, v$ ) separately. It is to be added that $k^{2}$ being as usual positive and less than 1 , there are two and only two real values of $\lambda^{2}$ (which values are also positive and less than 1): and corresponding to them there are two real transformations: but this is a property which may in the first instance be disregarded.

## Application to the Elliptic Functions. Art. No. 232.

232. We have in what precedes a purely algebraical theory of transformation: in particular, in the case where the order $n$ is an odd number, if in the formulw we write $y=\sin \chi$, $x=\sin \phi$, the differential equation becomes $\frac{M d \chi}{\Delta(\lambda, \chi)}=\frac{d \phi}{\Delta(k, \phi)}$; and further assuming $\sin \chi=\operatorname{sn}(v, \lambda), \sin \phi=\operatorname{sn}(u, k)$, then it becomes $M d v=d u$, giving (since $u$ and $v$ vanish together) $v=\frac{u}{M}$; whence $x=\operatorname{sn}(u, k), y=\operatorname{sn}\left(\frac{u}{M}, \lambda\right):$ and the theory
is an algebraic theory of transformation, serving to express $\operatorname{sn}\left(\frac{u}{M}, \lambda\right)$ in terms of $\operatorname{sn}(u, k)$.

The theory may be completed algebraically without much difficulty in the cases $n=3,5,7$; but there is great difficulty in doing this generally for larger values of $n$ : and it is in fact completed by Jacobi, not algebraically but transcendentally, by expressing $\lambda$ and the coefficients of the transformation by means of the sn, cn and dn of $\frac{m K+m^{\prime} i K^{\prime}}{n}$ ( $m$ and $m^{\prime}$ integers), or say by means of the functions dependent on the $n$-division of the complete functions $K, K^{\prime}$.
$n$ an odd-prime, the ulterior theory*. Art. Nos. 233 to 235.
233. In particular when $n$ is an odd-prime, there are as already mentioned two real transformations; a first transformation from $k$ to a smaller modulus $\lambda$, involving the functions of $\frac{K}{n}$; and a second transformation from $k$ to a larger modulus $\lambda_{1}$ involving the functions of $\frac{i K^{\prime}}{n}$. And in these two cases (taking $K, \Lambda, \Lambda_{1}, K^{\prime}, \Lambda^{\prime}, \Lambda_{1}^{\prime}$ for the complete functions to the moduli $k, \lambda, \lambda_{1}, k^{\prime}, \lambda^{\prime}, \lambda_{1}^{\prime}$ respectively) the modular equation is replaced by the equations $\frac{\Lambda^{\prime}}{\Lambda}=n \frac{K^{\prime}}{K}, \frac{K^{\prime}}{K}=n \frac{\Lambda_{1}^{\prime}}{\Lambda_{1}}$ respectively : viz. these transcendental equations contain the relations between the original modulus $k$ and the new moduli $\lambda$ and $\lambda_{1}$ respectively.

[^4]234. The equations just referred to are obtained from the following:
\[

$$
\begin{array}{ll}
\Lambda=\frac{K}{n M}, \quad \Lambda^{\prime}=\frac{K^{\prime}}{M}, \\
\Lambda_{1}=\frac{K}{M_{1}}, \quad \Lambda_{1}^{\prime}=\frac{K^{\prime}}{n M M_{1}}
\end{array}
$$
\]

which present themselves in the theory. As regards these equations it may be observed here as follows:
235. The first transformation is a relation between $\operatorname{sn}\left(\begin{array}{l}u \\ M\end{array}, \lambda\right), \operatorname{sn}(u, k)$, and it leads to the equation $\Lambda=\frac{K}{n M}$. Effecting on the transformation-equation Jacobi's imaginary substitution, we obtain from it a complementary first transformation, giving $\operatorname{sn}\left(\frac{u}{M}, \lambda^{\prime}\right)$ in terms of $\operatorname{sn}\left(u, k^{\prime}\right)$, and this leads to the equation $\Lambda^{\prime}=\frac{K^{\prime}}{M}$.

Similarly the second transformation is a relation between $\operatorname{sn}\left(\frac{u}{M_{1}}, \lambda_{1}\right)$, sn $(u, k)$, and it leads to the equation $\Lambda_{1}=\frac{K}{M_{1}}$. Effecting on the transformation-equation Jacobi's imaginary substitution, we obtain from it a complementary second transformation, giving $\operatorname{sn}\left(\frac{u}{M_{1}}, \lambda_{1}^{\prime}\right)$ in terms of $\operatorname{sn}\left(u, k^{\prime}\right)$, and this leads to the equation $\Lambda_{1}^{\prime}=\frac{K^{\prime}}{n M_{1}}$, or recapitulating,

$$
\begin{array}{ll}
\text { first transformation gives } \Lambda=\frac{K}{n M}, \\
\text { complementary first } \quad, & \Lambda^{\prime}=\frac{K^{\prime}}{M} \\
\text { second } \quad, & \Lambda_{1}=\frac{K}{M_{1}^{\prime}} \\
\text { complementary second, } & \Lambda_{1}^{\prime}=\frac{K^{\prime}}{n M_{1}^{\prime}}
\end{array}
$$

the chief object of the complementary transformations being in fact the deduction of these second and fourth equations,

Connexion with Jultiplication. Art. Nos. 236 to 241.
236. The theory of transformation is connected in a very remarkable manner with that of multiplication. This is the case as well for an even as an order number $n$, and indeed the connexion will be exhibited in the case, $n=2$, of the quadric transformation, but here one of the transformations is irrational: and it is convenient to restrict the attention to the case $n$ an odd number, where the transformations are both rational; or rather (this being the only case which has been completely developed) we may at once take $n$ to be an oddprime.
237. This being so, starting with the transformation-equation $y=\frac{U}{V}$ of the order $n$, which gives

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
$$

we may imagine a new variable $z$ connected with $y$ by a transformation-equation $z=\frac{P}{Q}$ of the same order $n(P, Q$ rational and integral functions of $y$ ) giving

$$
\frac{N d z}{\sqrt{1-z^{2} \cdot 1-(\lambda)^{2} z^{2}}}=\frac{d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}},
$$

where $(\lambda)$ is not of necessity the same function of $\lambda$ that $\lambda$ is of $k$, but a like function; viz. $\lambda, k$ are connected by the modular equation, and changing herein $k$ into $\lambda$ and $\lambda$ into $(\lambda)$ we have the relation between $\lambda,(\lambda)$. And we have then $z$ a fractional function of $x$ such that

$$
\frac{M N d z}{\sqrt{1-z^{2} \cdot 1-(\lambda)^{2} z^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}} .
$$

238. It is a property of the modular equation that we may have $(\lambda)=k$, and further that when this is so $M N=\frac{1}{n}$ : the lastmentioned equation then is

$$
\frac{d z}{\sqrt{1-z^{2} \cdot 1-k^{2} z^{\prime}}}=\frac{n d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}
$$

viz. $x$ being as before taken $=\operatorname{sn}(u, k)$, we have $z=\operatorname{sn}(n u, k)$; and the relation between $z, x$ then gives $\operatorname{sn}(n u, k)$ as a functiou of $\mathrm{sn}(u, k)$, viz. the expression is a fraction, the numerator being an odd function of the order $n^{2}$ and the denominator an even function of the order $n^{2}-1$; this is in fact the expression of $\operatorname{sn}(n u, k)$ in terms of $\operatorname{sn}(u, k)$ given by the multiplicationequation. Observe that for obtaining in this manner the transformation $x$ to $z$ (or $\operatorname{sn}(u, k)$ to $\operatorname{sn}(n u, k)$ ), the transformation $x$ to $y$ may be any one at pleasure of the different transformations, but that regarding it as given we must combine with it a determinate transformation $y$ to $z$, the resulting transformation $x$ to $z$ being of course independent of the selected $x$ to $y$ transformation: there are thus as many ways of obtaining the final $x$ to $z$ transformation as there are transformations $x$ to $y$. In the case $n$ an odd-prime, this may be considered more in detail.
239. Selecting the root $\lambda$ of the modular equation we have a real transformation (Jacobi's first transformation) $y=\frac{U}{V}$ giving ( $M$ real)

$$
\frac{\cdot M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
$$

and selecting the root $\lambda_{1}$ of the modular equation we have a real transformation (Jacobi's second transformation) $y=\frac{U_{1}}{V_{1}}$ giving ( $M_{1}$ real)

$$
\frac{M_{1} d y}{\sqrt{1-y^{2} \cdot 1-\lambda_{1}^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2}} \cdot 1-k^{2} x^{2}} .
$$

Now $\lambda$ is in fact the same function of $k$ that $k$ is of $\lambda_{1}$ : this at once appears from the before-mentioned relations

$$
\frac{\Lambda^{\prime}}{\Lambda}=n \frac{K^{\prime}}{K}, \frac{K^{\prime}}{K}=n \frac{\Lambda_{1}^{\prime}}{\Lambda_{1}} .
$$

Hence taking $z$ such a function of $y, \lambda$ as $\frac{U_{1}}{V_{1}}$ is of $x, k$, the differential relation between $z, y$ is

$$
\frac{N d z}{\sqrt{1-z^{4} \cdot 1-k^{2} \varepsilon^{2}}}=\frac{d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}},
$$

and consequently, $M N$ being $=\frac{1}{n}$, we have

$$
\frac{d z}{\sqrt{1-z^{2} \cdot 1-k^{2} z^{4}}}=\frac{n d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}} .
$$

240. Or again, taking $z$ such a function of $y, \lambda_{1}$ as $\frac{U}{V}$ is of $x, k$, the differential equation between $z, y$ is

$$
\frac{N_{\lambda} d z}{\sqrt{1-z^{2} \cdot 1-k^{2} \varepsilon^{2}}}=\frac{d y}{\sqrt{1-y^{2} \cdot 1-\lambda_{1}{ }^{2} y^{2}}},
$$

and consequently, $M_{1} N_{1}$ being $=\frac{1}{n}$, we have in this case also

$$
\frac{d z}{\sqrt{1-z^{2} \cdot 1-k^{2} z^{2}}}=\frac{n d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
$$

so that in each case, $x$ being $=\operatorname{sn}(u, k)$, we obtain the same value $z=\operatorname{sn}(n u, k)$ : viz. in the first case we pass by a first and then a second transformation from $k$ through $\lambda$ to $k$; and in the second case by a second and then a first transformation from $k$ through $\lambda_{1}$ to $k$.
241. As regards the equations $M N=\frac{1}{n}, M_{1} N_{1}=\frac{1}{n}$, these follow from the before-mentioned equations

$$
M=\frac{K}{n \Lambda}, \quad M_{1}=\frac{K}{\Lambda_{1}},
$$

viz. $N$ being what $M_{1}$ becomes on changing therein $k, \lambda_{1}$ into $\lambda, k$, and $N_{1}$ what $M$ becomes on changing $k$, $\lambda$ into $\lambda_{1}, k$, we derive from these

$$
N=\frac{\Lambda}{\bar{K}}, \quad N_{1}=\frac{\Lambda_{1}}{n K},
$$

and thence the equations in question.
Jacobi in connexion with the equations $\frac{\Lambda^{\prime}}{\Lambda}=n \frac{K^{\prime}}{K}$ and $\frac{\Lambda_{1}^{\prime}}{\Lambda_{1}}=\frac{1}{n} \frac{K^{\prime}}{\bar{K}}$ remarks, Fundamenta Nova, p. 59, that if $n$ be a composite number $=n^{\prime} n^{\prime \prime}$, then, in the transformation of the order $n$, there is corresponding to each real root of the modular
equation a relation of the form $\frac{\Lambda^{\prime}}{\Lambda}=\frac{n^{\prime}}{n^{\prime \prime}} \frac{K^{\prime}}{n^{\prime}}$ : whence in particular if $n$ be a square number, the equation is $\frac{\Lambda^{\prime}}{\bar{\Lambda}}=\frac{K^{\prime}}{\bar{K}}$, viz. we then have $\lambda=k$, showing that in the case where $n$ is a square number there is among the transformations of the order $n$ one which gives the multiplication by $\sqrt{n}$.

He further remarks, p. 75, that $\lambda$ being any root whatever of the modular equation there exist equations of the form

$$
\begin{aligned}
a \Lambda+i \beta \Lambda^{\prime} & =\frac{a K+i b K^{\prime}}{n M} \\
a^{\prime} \Lambda^{\prime}+i \beta^{\prime} \Lambda & =\frac{a^{\prime} K^{\prime}+i b^{\prime} K}{n M}
\end{aligned}
$$

where $a, a^{\prime}, a, a^{\prime}$ are odd numbers, $b, b^{\prime}, \beta, \beta^{\prime}$ even numbers, such that $a a^{\prime}+b b^{\prime}=1, \alpha a^{\prime}+\beta \beta^{\prime}=1$ : and (same page in a footnote) as follows: "Accuratior numerorum $a, a^{\prime}, b, b^{\prime}, \& c$. determinatio pro singulis ejusdem ordinis transformationibus gravibus laborare difficultatibus videtur. Immo hæc determinatio, nisi egregie fallimur, maxime à limitibus pendet, inter quos modulus $k$ versatur, ita ut pro limitibus diversis plane alia evadat. Id quod quam intricatam reddat quæstionem, expertus cognoscet. Ante omnia autem accuratius in naturam modulorum imaginariorum inquirendum esse videtur, quæ adhuc tota jacet quæstio." That some such equations exist may be inferred without difficulty from the general formulæ of transformation, but the strict proof, and certainly the determination in question, would depend upon investigations out of the field of the Fundamenta Nova. The property is used by Jacobi to show that the proof which he gives of the equation $M^{2}=\frac{1}{n} \frac{\lambda \lambda^{\prime 2}}{k k^{2}} \frac{d k}{d \lambda}$, where $\lambda$ denotes in the first instance the real root, applies to the case of any root whatever.

## CHAPTER VIII.

the quadric transformation, $n=2$; and the odd-prime transformations $n=3,5,7$. properties of the modular equation and the multiplier.
242. The case $n=2$, although very analogous to the case $n$ an odd prime, presents, as remarked in the preceding Chapter, some essential differences; there are analytically distinct transformations relating to the two new moduli $\lambda$ and $\gamma$ respectively, viz. these are not roots of one and the same irreducible modular equation : and it is an irrational transformation which in some sort corresponds to one of the real transformations in the other case. There is an à priori necessity for this: viz. as $\operatorname{sn} 2 u$ is not a rational function of sn $u$, we cannot have here two rational transformations leading to the duplication : the duplication nust arise from the combination of a rational and an irrational transformation. It should be noticed that the case may be studied quite independently of, and in fact previous to, the general theory explained in the preceding Chapter.

The Quadric Transformation. Art. Nos. 243 to 258.
243. It has been shown geometrically that, considering a new modulus $\lambda$ connected with $k$ by the equation $\lambda=\frac{1-k^{\prime}}{1+k^{\prime}}$, and establishing between $\phi, \theta$ the relation $\lambda \sin \theta=\sin (2 \phi-\theta)$, or, what is the same thing,

$$
\begin{equation*}
\sin \theta=\frac{\frac{1}{2}\left(1+k^{\prime}\right) \sin 2 \phi}{\sqrt{1-k^{2}} \sin ^{2} \phi}, \tag{12}
\end{equation*}
$$

c.
we have between $\phi, \theta$ the differential equation

$$
\frac{\left(1+k^{\prime}\right) d \phi}{\Delta(k, \phi)}=\frac{d \theta}{\Delta(\lambda, \theta)} .
$$

Writing herein $\sin \phi=x, \sin \theta=y$, the relation between $y, x$ is

$$
y=\frac{\left(1+k^{\prime}\right) x \sqrt{1}-x^{*}}{\sqrt{1}-k^{2} x^{2}},
$$

this is in fact the first form of quadric transformation, and (as is about to be shown) it is connected with a second form $y=\frac{(1+k) x}{1+k \cdot x^{2}}$.

## Modular relations.

244. From the original modulus $k$ we derive two moduli $\boldsymbol{\gamma}, \lambda$; these form a decreasing series $\boldsymbol{\gamma}, k, \lambda$, the relations between them being

$$
\begin{array}{ll}
\gamma=\frac{2 \sqrt{k}}{1+k}, & k=\frac{2 \sqrt{\lambda}}{1+\lambda}, \\
\gamma^{\prime}=\frac{1-k}{1+k^{\prime}}, & k^{\prime}=\frac{1-\lambda}{1+\lambda}, \\
k=\frac{1-\gamma^{\prime}}{1+\gamma^{\prime}}, & \lambda=\frac{1-k^{\prime}}{1+k^{\prime}} ;
\end{array}
$$

and the corresponding complete functions $\Gamma, \Gamma^{\prime}, \mathrm{K}, \mathrm{K}^{\prime}, \Lambda, \Lambda^{\prime}$, are connected by the equations
whence also

$$
\begin{aligned}
&(\mathbf{1}+\lambda) \Lambda=\mathbf{K}=\frac{1}{1+k} \Gamma, \\
& \frac{1}{2}(1+\lambda) \Lambda^{\prime}=\mathbf{K}^{\prime}=\frac{2}{1+k} \Gamma^{\prime \prime}, \\
& \frac{1}{2} \frac{\Lambda^{\prime}}{\Lambda}=\frac{\mathbf{K}^{\prime}}{\mathbf{K}}=2 \frac{\Gamma^{\prime}}{\Gamma^{\prime}} .
\end{aligned}
$$

First and Second Transformations.
245. We pass by a quadric transformation from the differential expression $\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}$ to $\frac{d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{3} y^{2}}}$ or
$\frac{d y}{\sqrt{1-y^{2} \cdot 1-\gamma^{2} y^{2}}}$, viz. in the former case the transformation is from $(x, k)$ to $(y, \lambda)$, in the latter case from $(x, k)$ to $(y, \gamma)$.

The first form is

$$
y=\frac{\left(1+k^{\prime}\right) x \sqrt{1-x^{2}}}{\sqrt{1-k^{\prime 2} x^{2}}} .
$$

Here, taking throughout, denom. $=1-k^{3} x^{2}$, we have

$$
\begin{aligned}
1-y^{2} & =\left\{1-\left(1+k^{2}\right) x^{2}\right\}^{2} & (\div), \\
1-\lambda^{2} y^{2} & =\left\{1-\left(1-k^{2}\right) x^{2}\right\}^{2} & (\div), \\
\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}} & =1-2 x^{2}+k^{2} x^{4} & (\div), \\
(1+\lambda) d y & =\frac{2\left(1-2 x^{2}+k^{2} x^{2}\right) d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}} & (\div),
\end{aligned}
$$

and therefore

$$
\frac{(1+\lambda) d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{2 d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}} .
$$

As $x$ passes from 0 to $\frac{1}{\sqrt{1+k}}, y$ passes from 0 to 1 , and as $x$ continues to increase to $1, y$ diminishes from 1 to 0 ; we thus obtain the relation $2 .(1+\lambda) \Lambda=2 K$, that is $(1+\lambda) \Lambda=K$, which is one of the above-mentioned integral relations.
246. The second form is

$$
y=\frac{(1+k) x}{1+k x^{2}} .
$$

Taking here, $\quad$ denom. $=1+k x^{2}$, we have

$$
\begin{array}{ll}
1-y=(1-x)(1-k x) & (\div), \\
1+y=(1+x)(1+k x) & (\div), \\
1-\gamma y=(1-x \sqrt{k})^{2} & (\div), \\
1+\gamma y=(1+x \sqrt{k})^{2} & (\div),
\end{array}
$$

consequently
and

$$
\begin{array}{rlrl}
\sqrt{1-y^{2} \cdot 1-\gamma^{2} y^{2}} & =\left(1-k x^{2}\right) \sqrt{1-x^{2} \cdot 1-k^{2} x^{2}} & & (\div), \\
d y & =(1+k)\left(1-k x^{2}\right) d x & & (\div), \\
& & 12-2
\end{array}
$$

in which two formulæ

$$
\text { denom. }=\left(1+k \cdot x^{2}\right)^{2}
$$

and we have therefore

$$
\frac{d y}{\sqrt{1-y^{2} \cdot 1-\gamma^{2} y^{2}}}=\frac{(1+k) d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}
$$

Here $x$ and $y$ inerease simultaneously from 0 to 1: hence taking the integrals between these limits we have another of the above-mentioned integral relations, $\Gamma=(1+k) \mathrm{K}$.

## Complementary Transformations.

247. If in the first form we effeet Jacobi's imaginary transformation, that is write $x=\frac{i X}{\sqrt{1-X^{2}}}$ and $y=\frac{i Y}{\sqrt{1-Y^{2}}}$, then
and

$$
\begin{aligned}
& \frac{d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{i d Y}{\sqrt{1-Y^{2} \cdot 1-\lambda^{\prime 2} Y^{i}}} \\
& \frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}=\frac{i d X}{\sqrt{1-X^{2} \cdot 1-k^{2} X^{2}}}
\end{aligned}
$$

and the differential relation is therefore changed into

$$
\frac{(1+\lambda) d Y}{\sqrt{1-Y^{2}} \cdot 1-\lambda^{2 /} Y^{2}}=\frac{2 d X}{\sqrt{1-X^{2} \cdot 1-k^{2}} X^{2}}
$$

the integral equation is changed into

$$
\begin{aligned}
\frac{Y}{\sqrt{1-Y^{2}}} & =\frac{\left(1+k^{\prime}\right) X}{\sqrt{1-X^{2} \cdot 1-k^{\prime 2} X^{\mathrm{z}}}} \\
Y & =\frac{\left(1+k^{\prime}\right) X}{1+k^{\prime} X^{\mathbf{2}}}
\end{aligned}
$$

viz. this is
which integral form gives therefore the last-mentioned differrential relation: observe that this integral form is what the second form becomes on writing therein $X, Y$ for $x, y$, and for $k$ the complementary modulus $k^{\prime}$.

Moreover since $X, Y$ increase simultaneously from 0 to 1 , the differential equation leads to $(1+\lambda) \Lambda^{\prime}=2 \mathrm{~K}^{\prime}$, which is another of the above-mentioned integral relations.
248. Similarly, if in the second form we effect Jacobi's imaginary transformation, then the differential equation is ehanged into

$$
\frac{d Y}{\sqrt{1-I^{2} \cdot 1-\gamma^{2} Y^{2}}}=\frac{(1+k) d X}{\sqrt{1-X^{2} \cdot 1-k^{2} \Lambda^{2}}}
$$

the integral relation between $x, y$ is ehanged into
leading to

$$
\begin{aligned}
\frac{Y}{\sqrt{1-Y^{2}}} & =\frac{(1+k) X \sqrt{1-X^{2}}}{1-(1+k) X^{2}} \\
Y & =\frac{(1+k) X \sqrt{1-X^{2}}}{\sqrt{1-k^{\prime 2} X^{2}}}
\end{aligned}
$$

whieh integral form gives rise therefore to the last-mentioned differential relation: observe that this integral form is what the first form becomes on writing therein $X, Y$ for $x, y$, and for $k$ the eomplementary modulus $k$. Moreover as $X$ passes from 0 to $\frac{1}{\sqrt{1+k}}, Y$ passes from 0 to 1 , and as $X$, continuing to increase, passes to $1, Y$ passes from 1 to 0 : the differential equation gives therefore $2 \Gamma^{\prime}=(1+k) \mathrm{K}^{\prime}$, whieh completes the set of integral relations.

## The Duplication Theory.

249. We may in two different ways combine the two transformations, and thus in two different ways obtain a "Duplication by two quadric transformations."

First duplication (through $\lambda$ ). Writing

$$
z=\frac{(1+\lambda) y}{1+\lambda y^{2}}, y=\frac{\left(1+k^{\prime}\right) x \sqrt{1-x^{2}}}{\sqrt{1-k^{2} \cdot x^{2}}}
$$

we have by what precedes
$\frac{d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{2}{1+\lambda} \frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}=\frac{1}{1+\lambda} \frac{d z}{\sqrt{1-z^{2} \cdot 1-k^{2} z^{2}}}$, and therefore

$$
\frac{d z}{\sqrt{1-z^{2} \cdot 1-k^{2} z^{2}}}=\frac{2 d x}{\sqrt{1-x^{2}} \cdot 1-k^{2} x^{2}},
$$

where, from the assumed integral equations,

$$
z=\frac{2 x \sqrt{1-x^{2}} \cdot \sqrt{1-k^{2} x^{2}}}{1-k^{2} x^{4}}
$$

250. Second duplication (through $\gamma$ ). Writing

$$
z=\frac{\left(1+\gamma^{\prime}\right) y \sqrt{1-y^{2}}}{\sqrt{1-\gamma^{2} y^{2}}}, \quad y=\frac{(1+k) x}{1+k \cdot x^{4}},
$$

we have by what precedes

$$
\begin{aligned}
& \frac{(1+k) d z}{\sqrt{1-z^{2} \cdot 1-k^{2} z^{2}}}=\frac{2 d y}{\sqrt{1-y^{2} \cdot 1-\gamma^{2} y^{2}}}, \\
& \frac{d y}{\sqrt{1-y^{2} \cdot 1-\gamma^{2} y^{2}}}=\frac{(1+k) d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
\end{aligned}
$$

and therefore

$$
\frac{d z}{\sqrt{1-z^{2} \cdot 1-k^{2} z^{2}}}=\frac{2 d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
$$

and the two integral equations give, as in the first duplication,

$$
z=\frac{2 x \sqrt{1-x^{4}} \sqrt{1-k^{2} x^{4}}}{1-k^{2} x^{4}} .
$$

251. In the first duplication, assuming $x=\operatorname{sn}(u, k)$, $y=\operatorname{sn}(v, \lambda), z=\operatorname{sn}(v, k)$, and observing that $u, v, w$ vanish together, we obtain $v=\left(1+k^{\prime}\right) u, w=2 u$, and the formulæ are

$$
\begin{aligned}
& x=\operatorname{sn}(u, k), \\
& y=\operatorname{sn}(\overline{1+k} u, \lambda),=\frac{\left(1+k^{\prime}\right) \operatorname{sn}(u, k) \operatorname{cn}(u, k)}{\operatorname{dn}(u, k)}, \\
& z=\operatorname{sn}(2 u, k), \quad=\frac{(1+\lambda) \operatorname{sn}\left(\overline{1+k^{\prime}} u, \lambda\right)}{1+\lambda \operatorname{sn}^{2}\left(\overline{1+k^{\prime}} u, \lambda\right.},
\end{aligned}
$$

and similarly in the second duplication the formulæ are

$$
\begin{aligned}
& x=\operatorname{sn}(u, k), \\
& y=\operatorname{sn}(\overline{1+k} u, \gamma)=\frac{(1+k) \operatorname{sn}(u, k)}{1+k \operatorname{sn}^{2}(u, k)} \\
& z=\operatorname{sn}(2 u, k) \quad=\frac{\left(1+\gamma^{\prime}\right) \operatorname{sn}(\overline{1+k} u, \gamma) \operatorname{cn}(\overline{1+k} u, \gamma)}{\operatorname{dn}(\overline{1+k} u, \gamma)} .
\end{aligned}
$$

Transformations of the Elliptic Functions sn, cn, dn.
252. Take the first and second $y$-formulæ as they stand. In the first $z$-formula change $k, \lambda$ into $\lambda^{\prime}, k^{\prime}$, and for $u$ write $\frac{1}{2}\left(1+k^{\prime}\right) u$. In the second $z$-formula change $k, \boldsymbol{\gamma}$ into $\boldsymbol{\gamma}^{\prime}, k^{\prime}$, and for $u$ write $\frac{1}{2}(1+k) u$, observing that $\frac{1}{2}\left(1+\gamma^{\prime}\right)(1+k)=1$. We thus obtain the formulæ:
$\operatorname{sn}\left(\overline{1+k^{\prime}} u, \lambda\right)=\frac{\left(1+k^{\prime}\right) \operatorname{sn}(u, k) \operatorname{cn}(u, k)}{\operatorname{dn}(u, k)}$ (from first $y$-formula),
$\operatorname{sn}(\overline{1+k} u, \gamma)=\frac{(1+k) \operatorname{sn}(u, k)}{1+k \operatorname{sn}^{2}(u, k)} \quad$ (from second $y$-formula),
$\operatorname{sn}\left(\overline{1+k^{\prime}} u, \lambda^{\prime}\right)=\frac{\left(1+k^{\prime}\right) \operatorname{sn}\left(u, k^{\prime}\right)}{1+k^{\prime} \sin ^{2}\left(u, k^{\prime}\right)} \quad$ (from first $z$-formula),
$\operatorname{sn}\left(\overline{1+k} u, \gamma^{\prime}\right)=\frac{(1+k) \operatorname{sn}\left(u, k^{\prime}\right) \operatorname{cn}\left(u, k^{\prime}\right)}{\operatorname{dn}\left(u, k^{\prime}\right)}$ (from second $z$-formula), and we may complete the system by adding the values of the functions $\mathrm{cn}, \mathrm{dn}$.
253. We have thus the formulæ:

|  | $\mathrm{sn}=$ | cn= | $\mathrm{d} \mathrm{n}=$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $\left(\overline{1+k^{\prime}} u, \lambda\right)$ | $(1+k) \operatorname{snu}$ en $u$ | $1-\left(1+K^{\prime}\right) \mathrm{sm}^{2} \mathrm{u}$ | $1-(1-k) \mathrm{sm}^{2} u$ | $\div \operatorname{dn} u$ |
| $(\overline{1+k} u, \gamma)$ | ( $1+k$ ) snu | cnudnu | $1-k \mathrm{sn}^{2} u$ | $\div\left(1+k \mathrm{~mm}^{2} u\right)$ |
| $\left.\overline{\left(1+k^{\prime}\right.} u, \lambda\right)$ | $(1+k) \mathrm{sm}_{1}{ }^{\text {w }}$ | $\mathrm{cn}_{1} u \mathrm{dn}_{1} u$ | $1-k^{\prime} \mathrm{sn}_{2}{ }^{2}{ }^{\text {m }}$ | $\div\left(1+k^{\prime} \mathrm{n}_{1}{ }^{\mathbf{8}}{ }^{\prime}\right)$ |
| $\left(\overline{1+k} u, \gamma^{\prime}\right)$ | $(1+k) \mathrm{sn}_{1} \mathrm{wcm}_{5} \mathrm{u}$ | $1-(1+k) \mathrm{sn}_{1}{ }^{9}{ }^{4}$ | $1-(1-k) \mathrm{sm}_{1}{ }^{2} \mathbf{u}$ | $\div \mathrm{dn} \mathrm{n}^{4}$ |

where in the first and second lines $\mathrm{sn} u, \& c$. denote (as usual) $\mathrm{sn}(u, k), \& \mathrm{c} .:$ and in the third and fourth lines $\mathrm{sn}_{1} u, \& \mathrm{c}$. denote $\mathrm{sn}\left(u, k^{\prime}\right)$, \&c.

Third and Fourth Transformations.
254. In what precedes we have a complete theory, or say "the standard theory," of the quadric transformation, but we may add a third and fourth form.

The third form is:

$$
y=\frac{1+\lambda-2 x^{2}}{1+\lambda-2 \lambda x^{2}}
$$

Here,

$$
\begin{aligned}
& \text { denom. }=1+\lambda-2 \lambda x^{2}, \text { we have } \\
& 1-y=2(1-\lambda) x^{2} \\
& 1+y=2(1+\lambda)\left(1-x^{2}\right) \\
& 1-\lambda y=\lambda^{\prime 2} \\
& 1+\lambda y=(1+\lambda)^{2}\left(1-k^{2} x^{2}\right) \\
&(\div) \\
& 1(\div)
\end{aligned}
$$

and thence, denom. $=\left(1+\lambda-2 \lambda x^{2}\right)^{2}$, we have

$$
\begin{aligned}
\sqrt{1-y^{2} \cdot 1-\lambda^{y} y^{2}} & =2 \lambda^{\prime 2}(1+\lambda) x \sqrt{1-x^{2} .1-k^{2} x^{2}} \\
d y & =-4 \lambda^{\prime 2} x d x
\end{aligned}
$$

and consequently

$$
\frac{(1+\lambda) d y}{\sqrt{1-y^{2}, 1-\lambda^{y} y^{2}}}=-\frac{2 d x}{\sqrt{1-x^{x} \cdot 1-k^{2} x^{2}}}
$$

255. To connect with the standard form, observe that writing $x=\operatorname{sn}(u, k), y=\operatorname{sn}(v, \lambda)$, we have $d v=-\frac{2}{1+\lambda} d u$, $=-\left(1+k^{\prime}\right) d u$, that is, $v=C-\left(1+k^{\prime}\right) u$, or (since for $x=0$ we have $y=1$, that is for $u=0$ we have $v=\Lambda$ ) the value is $v=\Lambda-\left(1+k^{\prime}\right) u$, and the integral equation is

$$
\operatorname{sn}\left(\Lambda-\overline{1+k^{\prime}} u, \lambda\right)=\frac{1+\lambda-2 \operatorname{sn}^{2}(u, k)}{1+\lambda-2 \lambda \operatorname{sn}^{2}(u, k)},
$$

or, what is the same thing,

$$
=\frac{1-\left(1+k^{\prime}\right) \mathrm{sn}^{2}(u, k)}{1-\left(1-k^{\prime}\right) \mathrm{sn}^{2}(u, k)},
$$

but the left-hand side is $=\mathrm{cn}\left(\overline{1+k^{\prime}} u, \lambda\right) \div \operatorname{dn}\left(\overline{1+k^{\prime}} u, \lambda\right)$, and substituting herein the values of the two terms from the table No. 253 the formula is verified.
256. The Fourth form is

$$
y=\frac{1+k x^{2}}{2 \sqrt{k} \cdot x}
$$

Here

$$
\begin{array}{ll}
1-y=-(1-x \sqrt{k})^{2} & (\div) \\
1+y=(1+x \sqrt{k})^{2} & (\div) \\
1-\gamma y=-\gamma(1-x)(1-k x) & (\div) \\
1+\gamma y=\gamma(1+x)(1+k x) & (\div)
\end{array}
$$

where denom. $=2 \sqrt{k} x$,
and hence

$$
\begin{array}{rlrl}
\sqrt{1-y^{2} \cdot 1-\gamma^{8} y^{2}} & =-\gamma\left(1-k x^{2}\right) \sqrt{1-x^{2} \cdot 1-k^{2} x^{3}} & & (\div) \\
d y & =-2 \sqrt{k}\left(1-k \cdot x^{2}\right) d x & (\div)
\end{array}
$$

where denom. $=4 k x^{2}$.
Consequently

$$
\frac{d y}{\sqrt{1-y^{2} \cdot 1-\gamma^{2} y^{2}}}=\frac{(1+k) \cdot d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}
$$

257. To connect with the standard form, putting $x=\operatorname{sn}(u, k)$, $y=\operatorname{sn}(v, \gamma)$, we find $v=C+(1+k) u$, and then, since $x=1$ gives $y=\frac{1+k}{2 \sqrt{k}},=\frac{1}{\gamma}$, we have $\Gamma+i \mathbf{T}^{\prime}=C+(1+k) K$, or since $(1+k) K=\Gamma$, this gives $C=i \Gamma^{\prime}$, and therefore $v=i \Gamma^{\prime}+\overline{1+k} u$ and $y=\operatorname{sn}\left(i \Gamma^{\prime}+\overline{1+k} u, \gamma\right):$ wherefore the equation is

$$
\operatorname{sn}\left(i \Gamma^{\prime}+\overline{1+k} u, \gamma\right)=\frac{1+k \operatorname{sn}^{2}(u, k)}{2 \sqrt{k} \operatorname{sn}(u, k)} .
$$

The left-hand side is

$$
\frac{1}{\gamma \operatorname{sn}(\overline{1+k} u, \gamma)},=\frac{1+k \operatorname{sn}^{2}(u, k)}{\gamma(1+k) \operatorname{sn}(u, k)},
$$

or, what is the same thing, $=\frac{1+k n^{s}(u, k)}{2 \sqrt{k} \operatorname{sn}(u, k)}$, whieh is right.
258. Making in the third form Jacobi's imaginary transformation $x=\frac{i X}{\sqrt{1-X^{2}}}, y=\frac{i Y}{\sqrt{1-Y^{2}}}$, it bceomes $\frac{i Y}{\sqrt{1}-Y^{2}}=\frac{1+k^{\prime} X^{2}}{1-k^{\prime} X^{2}}$, giving $Y=\frac{1+k^{\prime} X^{2}}{2 \sqrt{ } k^{\prime} X}$, viz. this is the fourth form, writing therein $X, Y$ for $x, y$, and for $k$ the eomplementary modulus $k$.

And similarly making in the fourth form Jaeobi's imaginary transformation, it becomes $\frac{-Y}{\sqrt{1-Y^{\bar{u}}}}=\frac{1-\overline{1+k X^{2}}}{2 \sqrt{k} X \sqrt{1-X^{2}}}$, giving $Y=\frac{1+\lambda^{\prime}-2 X^{1}}{1+\lambda^{\prime}-2 \lambda^{\prime} X^{2}}$, viz. this is what the third form becomes on substituting therein $X, Y$ for $x, y$, and for $\lambda$ the eomplementary modulus $\lambda^{\prime}$.
259. The cases $n=3,5,7$ are worked out in aceordance with the general algebraieal theory explained in the preceding Chapter. In the case $n=3$, it is to be observed, that the process introduecs a single indeterminate quantity $a$, in terms of whieh the moduli $k, \lambda$ are expressed; the resulting form, eontaining only this parameter, is an interesting and valuable one, but it is nevertheless proper to obtain the modular equation, and express the formula in terms of the two quantities $u, v$ connccted by this modular equation. I have in regard to this same case $n=3$ gone into some details to conneet the formulx with the transeendental ones depending on the trisection of the complete funetions, as obtained from the general theory for the case of an odd-prime.

The Cubic Transformation. Art. Nos. 260 to 262.
260. We write

$$
\begin{array}{r}
\frac{1-y}{1+y}=\left(\frac{1-\alpha x}{1+\alpha x}\right)^{2} \frac{1-x}{1+x}, \\
y=\frac{x\left\{2 x+1+\alpha^{2} x^{2}\right\},}{1+\alpha(a+2) x^{2}},
\end{array}
$$

giving
and then the conditions in order to the change $x, y$ into $\frac{1}{k x}, \frac{1}{\lambda y}$, are

$$
\begin{aligned}
a^{2} & =\Omega, \\
h^{2}(2 \alpha+1) & =\Omega \alpha(\alpha+2), \\
\lambda & =\frac{h^{3}}{\Omega^{2}} .
\end{aligned}
$$

It is moreover clear that $\frac{1}{\bar{M}}=2 \alpha+1$.
261. We have at once everything expressed in terms of $a$, viz. we have first $\Omega=a^{2}$, and thence

$$
k^{2}=\frac{a^{3}(2+\alpha)}{2 \alpha+1}, \lambda^{2}=\alpha\left(\frac{2+a}{2 \alpha+1}\right)^{3},
$$

and then

$$
\begin{array}{rlrl}
1-y & =(1-\alpha x)^{2}(1-x), & (\div), \\
1+y & =(1+\alpha x)^{2}(1+x), & (\div), \\
1-\lambda y & =\left(1-\frac{k}{\alpha} x\right)^{2}(1-k x), & (\div), \\
1+\lambda y & =\left(1+\frac{k}{\alpha} x\right)^{2}(1+k x), & & (\div), \\
\text { denom. } & =1+\alpha(\alpha+2) x^{3}, &
\end{array}
$$

where
and thence

$$
\frac{d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{(2 \alpha+1) d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
$$

the factor $2 \alpha+1$ being obtained directly from the consideration that, $x$ and $y$ being small, $y=(2 x+1) x$. The modular equaition is here replaced by the two equations

$$
k^{2}=\frac{a^{2}(2+a)}{2 a+1}, \lambda^{2}=a\left(\frac{2+a}{2 x+1}\right)^{3},
$$

which in fact determine $\lambda$ in terms of $k$. We obtain

$$
k^{\prime 2}=\frac{(1-a)(1+a)^{3}}{2 \alpha+1}, \lambda^{\prime 2}=\frac{(1+\alpha)(1-a)^{2}}{(2 \alpha+1)^{3}},
$$

and thence

$$
\sqrt{k \lambda}=\frac{\alpha(2+\alpha)}{2 \alpha+1}, \sqrt{k^{\prime} \lambda^{\prime}}=\frac{1-x^{2}}{2 \alpha+1},
$$

hence $\sqrt{\bar{k} \lambda}+\sqrt{k^{\prime} \lambda^{\prime}}=1$, which is a form of the modular equation.
We have $\frac{k^{3}}{\lambda}=a^{4}$, that is writing $\sqrt[4]{\bar{k}}=u, \sqrt[4]{\lambda}=v$, we have $\alpha=\frac{u^{3}}{v}$. Moreover $\sqrt{k \cdot \lambda}=\frac{\alpha(\alpha+2)}{2 \alpha+1}$, that is $u^{2} v^{2}=\frac{\alpha(\alpha+2)}{2 \alpha+1}$, or (substituting herein for $\alpha$ its value),

$$
u^{2} v^{2}=\frac{u^{2}\left(u^{4}+2 v\right)}{v\left(2 u^{2}+v\right)}
$$

or

$$
\begin{aligned}
& u\left(u^{3}+2 v\right)=v^{3}\left(2 u^{3}+v\right), \\
& u^{4}-v^{4}+2 u v\left(1-u^{9} v^{v}\right)=0,
\end{aligned}
$$

that is
which is the modular equation, expressed as an equation between $u=\sqrt[4]{k}$, and $v=\sqrt[4]{\lambda}$.
262. Introducing into the equations $u, v$ in place of $\alpha$ we have

$$
\begin{aligned}
y & =\left\{\left(v+2 u^{3}\right) v x+u^{6} x^{3}\right\} & & (\div), \\
1+y & =\left(v+u^{2} x\right)^{2}(1+x) & & (\div), \\
1-y & =\left(v-u^{3} x\right)^{2}(1-x) & & (\div), \\
1+v^{4} y & =v^{2}(1+u v x)^{2}\left(1+u^{4} x\right) & & (\div), \\
1-v^{4} y & =v^{2}(1-u v x)^{2}\left(1-u^{4} x\right) & & (\div),
\end{aligned}
$$

where the denominator is in the first instance obtained in the form $v^{2}+u^{2}\left(u^{3}+2 v\right) x^{2}$; or, altering this by means of the modular equation, we have

$$
\text { denom. }=v^{2}\left\{1+v u^{2}\left(v+2 u^{2}\right) x^{2}\right\} ;
$$

and then

$$
\frac{v d y}{\sqrt{1-y^{2} \cdot 1-v^{3} y^{2}}}=\frac{\left(v+2 u^{7}\right) d x}{\sqrt{1-x^{2} \cdot 1-u^{4} x^{2}}} .
$$

The Quintic Transformation. Art. Nos. 263 to 267.
263. We write

$$
\frac{1-y}{1+y}=\frac{(1-x)\left(1-\alpha x+\beta x^{2}\right)^{2}}{(1+x)\left(1+\alpha x+\beta x^{2}\right)^{3}}
$$

giving $\quad y=\frac{x\left\{(2 x+1)+\left(2 x \beta+2 \beta+a^{2}\right) x^{2}+\beta^{2} x^{4}\right\}}{1+\left(2 \beta+2 x+x^{2}\right) x^{2}+\left(\beta^{2}+2 x \beta\right) x^{4}}$.
And then the conditions in order to the change $x$ into $\frac{1}{k x}, y$ into $\frac{1}{\lambda y}$, are

$$
\begin{aligned}
\beta^{2} & =\Omega \\
k^{2}\left(2 x \beta+2 \beta+\alpha^{2}\right) & =\Omega\left(2 x+2 \beta+\alpha^{2}\right) \\
k^{4}(2 \alpha+1) & =\Omega\left(\beta^{2}+2 x \beta\right)
\end{aligned}
$$

where $\Omega^{s}=\frac{h^{s}}{\lambda}$. It is moreover clear that $\frac{1}{M}=2 \alpha+1$.
264. Assuming $k=u^{4}, \lambda=v^{4}$, we have $\Omega^{4}=\frac{u^{20}}{v^{4}}$, and thence $\beta=\sqrt{ } \Omega=\frac{u^{8}}{v}$. Substituting these values the last equation becomes $(2 x+1) u v^{4}=u^{9}+2 x v$, that is

$$
2 x v\left(1-u v^{2}\right)=u\left(v^{4}-u^{4}\right), \text { or } 2 \alpha=\frac{u\left(v^{4}-u^{4}\right)}{v\left(1-u v^{6}\right)}
$$

The second equation becomes

$$
\begin{aligned}
\left(v^{2}-u^{2}\right)\left(2 \beta+\alpha^{2}\right) & =u^{2}\left(1-u^{9} v\right) 2 \alpha \\
& =\frac{u^{2}}{v} \frac{\left(v^{4}-u^{4}\right)\left(1-u^{2} v\right)}{1-u v^{3}}
\end{aligned}
$$

that is

$$
2 \beta+a^{2}=\frac{u^{2}}{v} \frac{\left(v^{2}+u^{2}\right)\left(1-u^{4} v\right)}{1-u v^{3}}
$$

whence

$$
\begin{aligned}
a^{2} & =\frac{u^{9}}{v}\left\{\frac{\left(v^{2}+u^{2}\right)\left(1-u^{3} v\right)}{1-u v^{3}}-2 u^{2}\right\}, \\
& =\frac{u^{2}}{v} \frac{\left(v^{2}-u^{2}\right)\left(1+u^{9} v\right)}{1-u v^{2}} .
\end{aligned}
$$

And dividing this value by the value first obtained for $2 a$, we have

$$
2 \alpha=\frac{4 u^{2}\left(1+u^{2} v\right)}{v^{2}+u^{2}}, \quad=\frac{u\left(v^{4}-u^{4}\right)}{v\left(1-u v^{2}\right)},
$$

whence $-\left(v^{2}+u^{2}\right)\left(v^{4}-u^{4}\right)+4 u v\left(1-u v^{s}\right)\left(1+u^{2} v\right)=0$,
or, what is the same thing,

$$
u^{4}-v^{8}+5 u^{2} v^{2}\left(u^{8}-v^{7}\right)+4 u v\left(1-u^{4} v^{4}\right)=0,
$$

the modular equation.
265. We then have

$$
\begin{array}{rlrl}
2 \alpha+1 & =\frac{v-u^{2}}{v\left(1-u v^{5}\right)}, \\
2 \alpha \beta+2 \beta+\alpha^{2} & =\frac{u^{3}\left(v^{2}+u^{2}\right)\left(v-u^{2}\right)}{v^{2}\left(1-u v^{3}\right)}, & 2 \beta+2 \alpha+\alpha^{2}=\frac{u\left(v^{2}+u^{2}\right)\left(v-u^{5}\right)}{1-u v^{2}}, \\
\beta^{2} & =\frac{u^{10}}{v^{4}}, & \beta^{2}+2 \alpha \beta=\frac{v u^{8}\left(v-u^{2}\right)}{1-u v^{3}},
\end{array}
$$

and hence

$$
y=\frac{v\left(v-u^{5}\right) x+u^{2}\left(v^{2}+u^{2}\right)\left(v-u^{5}\right) x^{8}+u^{10}\left(1-u v^{5}\right) x^{6}}{v^{2}\left(1-u v^{5}\right)+u v^{2}\left(v^{2}+u^{2}\right)\left(v-u^{5}\right) x^{2}+v^{5} u^{4}\left(v-u^{5}\right) x^{4}}
$$

or if we please

$$
\frac{1-y}{1+y}=\frac{1-x}{1+x} \cdot\left(\frac{1-\frac{u\left(v^{4}-u^{4}\right)}{2\left(1-u v^{5}\right)} x+\frac{u^{2}}{v} x^{2}}{1+\frac{u\left(v^{4}-u^{4}\right)}{2\left(1-u v^{5}\right)} x+\frac{u^{s}}{v} x^{4}}\right)^{2},
$$

leading to

$$
\frac{v\left(1-u v^{2}\right) d y}{\sqrt{1-y^{2} \cdot 1-v^{2} y^{2}}}=\frac{\left(v-u^{5}\right) d x}{\sqrt{1-x^{2} \cdot 1-u^{4} x^{2}}} .
$$

266. If from the original equations we eliminate $k, \Omega$, we obtain

$$
\left(\alpha^{2}+2 \alpha \beta+2 \beta\right)^{2}(2 \alpha+\beta)-\left(\alpha^{2}+2 \alpha+2 \beta\right)^{2}(2 \alpha+1) \beta=0,
$$

viz. this is

$$
2 \alpha^{2}(1-\beta)\left\{\alpha^{1}-2 \beta(1+\alpha+\beta)\right\}=0 .
$$

But $\alpha=0$ gives simply $y=x ; 1-\beta=0$ corresponds to $k=\lambda=1$, and does not give a transformation; rejecting these factors, we have

$$
\alpha^{2}-2 \beta(1+\alpha+\beta)=0,
$$

viz. if $\alpha, \beta$ are connected by this equation, and

$$
\frac{1-y}{1+y}=\frac{1-x}{1+x}\left(\frac{1-\alpha x+\beta x^{2}}{1+\alpha x+\beta x^{2}}\right)^{2} .
$$

then there exist values of $M, k, \lambda$, such that

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
$$

viz. we have $\frac{1}{M}=2 \alpha+1, k^{2}=\frac{\beta^{2}\left(2 \alpha+2 \beta+a^{2}\right)}{\left(2 \alpha \beta+2 \beta+a^{2}\right)}$, or, what is the same thing, $k^{4}=\frac{\beta^{2}\left(\beta^{2}+2 \alpha \beta\right)}{2 \alpha+1}$ and $\lambda^{2}=\frac{k^{10}}{\beta^{9}}$ : this is of course only another form of the theorem.
267. It is worth while to consider the case $\beta=1$ : as already mentioned this gives $k^{2}=\lambda^{2}=1$ : we have

$$
\frac{1-y}{1+y}=\frac{1-x}{1+x}\left(\frac{1-\alpha x+x^{2}}{1+\alpha x+x^{2}}\right)^{2},
$$

giving $\quad y=\frac{x\left\{2 x+1+\left(x^{2}+2 x+2\right) x^{2}+x^{4}\right\}}{1+\left(x^{2}+2 x+2\right) x^{2}+(2 x+1) x^{4}}$,
and calling the denominator $D$, we have thence

$$
1-y^{2}=\frac{1}{D^{2}}\left(1-x^{2}\right)\left\{1+\left(2-a^{2}\right) x^{2}+x^{4}\right\}^{2}
$$

Moreover $d y=\frac{1}{D^{2}}\left(1, x^{2}\right)^{4} d x$, but the numerator $\left(1, x^{2}\right)^{4}$ contains, not the square, but only the first power of $1+\left(2-\alpha^{2}\right) x^{4}+x^{4}$; we in fact find
$d y=\frac{1}{D^{2}}\left\{2 x+1+\left(-\alpha^{2}-4 x+2\right) x^{2}+(2 x+1) x^{4}\right\}\left\{1+\left(2-\alpha^{2}\right) x^{2}+x^{4}\right\} d x$, and consequently

$$
\frac{d y}{1-y^{2}}=\frac{2 x+1+\left(-a^{2}-4 x+2\right) x^{2}+(2 \alpha+1) x^{4}}{1+\left(2-a^{2}\right) x^{2}+x^{4}} \cdot \frac{d x}{1-x^{4}},
$$

viz the factor which multiplies $\frac{d x}{1-x^{2}}$ is not a mere constant; and we have thus no quintic transformation.

The Septic Transformation. Art. Nos. 268 and 269.
268. We write

$$
\frac{1-y}{1+y}=\frac{1-x}{1+x}\left(\frac{1-\alpha x+\beta x^{3}-\gamma x^{3}}{1+\alpha x+\beta x^{2}+\gamma x^{3}}\right)^{2}
$$

and thence the conditions in order to the change $x, y$ into $\frac{1}{k x}, \frac{1}{\lambda y}$ are

$$
\begin{aligned}
\gamma^{2} & =\Omega, \\
h^{2}\left(\beta^{2}+2 \beta \gamma+2 \alpha \gamma\right) & =\Omega\left(2 \beta+2 \gamma+a^{2}\right), \\
k^{4}\left(2 \beta+2 \alpha \beta+2 \gamma+a^{2}\right) & =\Omega\left(\beta^{2}+2 \alpha \beta+2 \gamma+2 \alpha \gamma\right), \\
k^{2}(1+2 \alpha) & =\Omega\left(\gamma^{2}+2 \beta \gamma\right),
\end{aligned}
$$

where $\Omega^{3}=\frac{k^{7}}{\lambda}$. Writing as before $k=u^{4}, \lambda=v^{4}$, we have $\Omega=\frac{u^{14}}{v^{2}}$, and thence $\gamma,=\sqrt{\Omega},=\frac{u^{7}}{v}$. Moreover, by taking $x$ and $y$ each indefinitely small we obtain at once $1+2 x=\frac{1}{M}$, and substituting these results in the last of the four equations we find $2 \beta=u^{2} v^{8}\left(\frac{1}{M}-\frac{u^{4}}{v^{4}}\right)$ : and the second and third equations become

$$
\begin{aligned}
v^{2}\left(\beta^{a}+2 \beta \gamma+2 \alpha \gamma\right) & =u^{6}\left(2 \beta+2 \gamma+a^{\natural}\right), \\
u^{2} v^{2}\left(2 \beta+2 \alpha \beta+2 \gamma+a^{2}\right) & =\beta^{2}+2 \alpha \beta+2 \gamma+2 \alpha \gamma,
\end{aligned}
$$

in which equations $\alpha, \beta, \gamma$ are to be considered as given functions of $u, v, M$ : the equations therefore determine the relation between $u$ and $v$ (the modular equation); and they also determine the multiplier $M$ as a function of $u, v$.
269. The final results are simple: but it is by no means easy to deduce them from the equations, or even to verify them, when known : we have

$$
\left(1-u^{v}\right)\left(1-v^{v}\right)=(1-u v)^{n},
$$

or, as this may also be written,

$$
\left(v-u^{7}\right)\left(u-v^{7}\right)+7 u v(1-u v)^{2}\left(1-u v+u^{2} v^{v}\right)^{2}=0
$$

for the modular equation: and then $M$ is given in either of the two forms

$$
\frac{1}{M}=-\frac{7 u(1-u v)\left(1-u v+u^{7} v^{*}\right)}{u-v^{7}}, M=\frac{v(1-u v)\left(1-u v+u^{2} v^{*}\right)}{v-u^{q}},
$$

values which are identical in virtue of the last-mentioned form of the modular equation. And then as above

$$
2 \alpha=\frac{1}{M}-1, \quad 2 \beta=u^{2} v^{3}\left(\frac{1}{M}-\frac{u^{4}}{v^{4}}\right), \quad \gamma=\frac{u^{7}}{v},
$$

which are the values of the coefficients $\alpha, \beta, \gamma$.

Forms of the Modular Equation in the Cubic and Quintic
Transformations. Art. Nos. 270 to 273.
270. In the cubic transformation, the modular equation is originally given as an equation of the fourth order between $(u, v)$ : but we thence easily derive equations of the same order, 4, between $\left(u^{2}, v^{7}\right)\left(u^{4}, v^{6}\right)$, and ( $\left.u^{8}, v^{8}\right)$ : the forms are
I.

II.

C.
III.

|  | 1 | $u^{4}$ | $w^{8}$ | $u^{12}$ | $u^{16}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  |  |  |  | +1 |
| ${ }^{4}$ |  | -16 |  | +12 |  |
| $v^{*}$ |  |  | +6 |  |  |
| $v^{12}$ |  | +12 |  | -16 |  |
| $v^{10}$ | +1 |  |  |  |  |

IV.

271. Here I. is the original form $u^{4}-v^{4}+2 u v\left(1-u^{2} v^{2}\right)=0$.
II. may be written $\left(1-u^{*}\right)\left(1-v^{*}\right)=\left(1-u^{2} v^{2}\right)^{4}$. Jacobi obtains this, Fund. Nova, p. 68, as follows: we have

$$
\begin{aligned}
&\left(1-u^{4}\right)\left(1+v^{4}\right)=1-u^{4} v^{4}+2 u v\left(1-u^{2} v^{2}\right) \\
&=\left(1-u^{2} v^{2}\right)(1+u v)^{3},=(1-u v)(1+u v)^{3}, \\
&\left(1+u^{4}\right)\left(1-v^{4}\right)=1-u^{4} v^{4}-2 u v\left(1-u^{2} v^{2}\right) \\
&=\left(1-u^{2} v^{2}\right)(1-u v)^{2},=(1+u v)(1-u v)^{3},
\end{aligned}
$$

whence the form. Writing

$$
k^{2}=u^{6}, k^{\prime 2}=1-u^{4}, \lambda^{2}=v^{4}, \lambda^{\prime 2}=1-v^{8},
$$

the equation is $k^{n} \lambda^{n}=(1-\sqrt{k \lambda})^{4}$,
or, what is the same thing,

$$
\sqrt{k \lambda}+\sqrt{k \lambda^{\prime}}=1
$$

the irrational form obtained ante, No. 261.
III. may be written $\left(u^{4}-v^{4}\right)^{4}-16 u^{4} v^{4}\left(1-u^{5}\right)\left(1-v^{5}\right)=0$ : which form can be at once derived from IL. under the form $\left(1-u^{6}\right)\left(1-v^{6}\right)=\left(1-u^{2} v^{2}\right)^{4}$, by writing therein

$$
1-u^{8} v^{2}=-\left(u^{4}-v^{4}\right) \div 2 u v .
$$

IV. may be written

$$
\left(u^{8}-v^{8}\right)^{4}=128 u^{8} v^{5}\left(1-u^{8}\right)\left(1-v^{8}\right)\left(2-u^{8}-v^{8}+2 u^{8} v^{8}\right):
$$

or say

$$
\left(k^{2}-\lambda^{2}\right)^{4}=128 k^{2} \lambda^{2}\left(1-k^{2}\right)\left(1-\lambda^{2}\right)\left(2-k^{4}-\lambda^{2}+2 k^{2} \lambda^{2}\right),
$$

Fund. Nova, p. 67, viz. this is the modular equation expressed rationally in terms of $k^{2}, \lambda^{2}$. Writing, with Jacobi, $q=1-2 k^{*}$, $l=1-2 \lambda^{2}$, it becomes

$$
(q-l)^{4}=64\left(1-q^{2}\right)\left(1-l^{2}\right)(3+q l)
$$

272. In the quintic transformation the modular equation is originally given as an equation of the order 6 between $u, v$ : this may be expressed as an equation of the same order 6 between $\left(u^{2}, v^{2}\right),\left(u^{4}, v^{4}\right),\left(u^{8}, v^{8}\right)$, viz. the four forms are
I.

[^5]| III. | 1 | $w^{4}$ | $u^{8}$ | $4^{12}$ | $u^{16}$ | $u^{40}$ | $u^{44}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  |  |  |  |  |  | +1 | $=0$, |
| ${ }^{4}$ |  | -256 |  | +320 |  | $-70$ |  |  |
| $v^{s}$ |  |  | -640 |  | $+655$ |  |  |  |
| $c^{12}$ |  | $+320$ |  | $-660$ |  | $+320$ |  |  |
| $\mathbf{t}^{16}$ |  |  | $+655$ | - | $-640$ |  |  |  |
| $\mathbf{v}^{20}$ |  | $-70$ |  | $+320$ |  | -256 |  |  |
| $r^{24}$ | +1 |  |  |  |  |  |  |  |


273. Here I. is the original form

$$
u^{6}-v^{6}+5 u^{2} v^{2}\left(u^{2}-v^{2}\right)+4 u v\left(1-u^{4} v^{4}\right)=0 .
$$

II. may be written $\left(u^{2}-v^{2}\right)^{2}-16 u^{2} v^{2}\left(1-u^{0}\right)\left(1-v^{v}\right)=0$. This Jacobi obtains, Fund. Nova, p. 69, directly as follows: writing the modular equation in the form

$$
\left(u^{2}-c^{2}\right)\left(u^{4}+6 u^{4} v^{2}+v^{4}\right)=-4 u v\left(1-u^{4} v^{4}\right),
$$

from this we deduce

$$
\begin{aligned}
& \left(u^{2}-v^{v}\right)(u+v)^{\prime},=(u-v)(u+v)^{B},=-4 u v\left(1-u^{v}\right)\left(1+v^{4}\right), \\
& \left(u^{2}-v^{2}\right)(u-v)^{\prime},=(u-v)^{8}(u+v),=-4 u v\left(1+u^{v}\right)\left(1-v^{4}\right),
\end{aligned}
$$

and thenec the form in question.

The form IV. may be transformed into:

$$
\left(u^{6}-v^{8}\right)^{3}=512 u^{9} v^{8} \text { into }
$$

|  | 1 | ${ }^{\text {r }}$ | $\mathbf{u}^{16}$ | $w^{4}$ | $u^{39}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | +128 | -320 | $+270$ | -85 | $+7$ |
| $v^{5}$ | -320 | +260 | $+405$ | -260 | -85 |
| $v^{16}$ | $+270$ | +405 | -1350 | +405 | $+270$ |
| $v^{4}$ | -85 | -260 | $+405$ | +260 | -320 |
| $v^{33}$ | $+7$ | . - 85 | $+270$ | -320 | +128 |

and thence into:

$$
\left(u^{5}-v^{8}\right)^{6}=512 u^{5} v^{8}\left(1-u^{7}\right)\left(1-v^{5}\right) \text { into }
$$

|  | 1 | $\mathbf{u}^{\text {a }}$ | $\mathbf{u}^{18}$ | $u^{\text {4 }}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | +128 | -192 | + 78 | - 7 |
| $v^{9}$ | -192 | -252 | +423 | $+78$ |
| $v^{18}$ | + 78 | +423 | -252 | -192 |
| $v^{24}$ | - 7 | + 78 | -192 | +128 |

which is the modular equation expressed rationally in terms of $u^{\text {i }}, v^{\text {a }}=k^{2}, \lambda^{2}$. If we berein write $q=1-2 k^{2}, l=1-2 \lambda^{2}$, this becomes:

$$
(q-l)^{6}=256\left(1-q^{2}\right)\left(1-l^{2}\right) \text { into }
$$


which is equivalent to the form given Fund. Nova, p. 67. The equation may also be written
$(q-l)^{6}=256\left(1-q^{2}\right)\left(1-l^{2}\right)\left\{16 q l(9-q l)^{2}+9(45-q l)(q-l)^{2}\right\}$.

Properties of the Modular Equation for $n$ an odd prime. Art. Nos, 274 to 277.
274. The cubic, quintic and septic transformations supply illustrations of certain properties of the modular equation for any odd prime value of $n$. It may be convenient to mention here that the equation has been further calculated for the odd prime values 11, 13, 17 and 19, by Sohnke, in the Memoir, Equationes modulares pro transformatione functionum ellipticarum, Crelle, t. xvi (1836), pp. 97-130; the results are given in a tabular form in my Memoir on the transformation of elliptic funetions, Phil. Trans. t. 164 (1874), pp. 397-456.

The degree in $u, v$ respectively is $=n+1$.
275. The equation remains unaltered if for $u, v$ we write therein $-u,-v$ respectively.

Connected herewith we have an important property not explicitly noticed by Jacobi. In general an equation $F(u, v)=\mathbf{0}$ of the order $v$ in $u$ and $v$ respectively can be transformed into an equation of the order $2 v$, in $u^{2}, v^{2}$ respectively: viz. the transformed equation is

$$
F(u, v) F(-u, v) F(u,-v) F(-u,-v)=0,
$$

where the left-hand side is a rational and integral function of $u^{2}, v^{2}$ of the order $2 \nu$ in these quantities respectively. But as regards the modular equation, since $F(-u,-v)=F(u, v)$, and therefore also $F(-u, v)=F(u,-v)$, the transformed equation may be written $F(u, v) F(u,-v)=0$, and it is thus an equation in $u^{2}, v^{2}$ of the order $\nu_{3}=n+1$, only. It has just been seen how in the cases $n=3$ and $n=5$, we obtain equations not only in ( $u^{2}, v^{v}$ ), but also in ( $u^{4}, v^{4}$ ) and in ( $u^{8}, v^{6}$ ), of the same order, 4,6 , in these quantities respectively: and the same thing might easily be shown in the case $n=7$.
276. The modular equation remains unaltered when for $u, v$ we write therein $v,(-)^{i^{\left(n^{2}-1\right)}} u$; viz, $n=3$ or $5,(v,-u)$, but $n=7,(v, u)$ in place of $(u, v)$. Taking the equation in
$\left(u^{2}, v^{7}\right),\left(u^{4}, v^{4}\right)$ or $\left(u^{8}, v^{6}\right)$ this merely means that the equation is symmetrical as regards the two variables, but as regards the original form as an equation between $(u, v)$, we have, as just stated, $n \equiv 3$ or $5(\bmod .8)$ a skew symmetry, but $n \equiv 1$ or 7 (mod, 8) a complete symmetry.

The above change $u, v$ into $\left\{v,(-)^{\left(n^{n}-1\right)} u\right\}$ changes the multiplier $M$ into $\frac{(-)^{\frac{1}{2}(n-1)} 1}{n M}$, and it thus appears that, given the expression of the multiplier in terms of $(u, v)$, we can deduce the modular equation: thus, $n=3$,

$$
M=\frac{v}{v+2 u^{3}}, \frac{-1}{3 M}=\frac{-u}{-u+2 v^{3}},
$$

whence

$$
\left(2 u^{3}+v\right)\left(2 v^{3}-u\right)-3 u v=0,
$$

the modular equation. And so also, $n=5$,

$$
M=\frac{v\left(1-u v^{s}\right)}{v-u^{s}}, \frac{1}{5 M}=\frac{-u\left(1+u^{s} v\right)}{-u-v^{8}},
$$

whence

$$
5 u v\left(1-u v^{8}\right)\left(1+u^{3} v\right)-\left(v-u^{5}\right)\left(v^{s}+u\right)=0,
$$

the modular equation.
277. The modular equation remains unaltered on changing therein $u, v$ into $\frac{1}{u}, \frac{1}{v}$ respectively.

The modular equation also remains unaltcred on changing therein $k, \lambda$ into $k^{\prime}, \lambda^{\prime}$ respectively, that is $u^{8}, v^{8}$ into $1-u^{8}$, $1-v^{2}$; this appears from the equations expressed in terms of $q=1-2 h^{2}$ and $l=1-2 \lambda^{2}$; viz. by the change in question $q, l$ are changed into $-q,-l$; and the equation remains unaltered.

Two Transformations leading to Multiplication. Art. No. 278.
278. It appears from the property stated in No. 276 that we can by a twice-repeated transformation obtain a multiplication, thus, $n=3$,

$$
y=\frac{v\left(v+2 u^{b}\right) x+u^{6} x^{2}}{v^{2}+v^{3} u^{2}\left(v+2 u^{b}\right) x^{2}}
$$

gives

$$
\frac{d y}{\sqrt{1-y^{2} \cdot 1-v^{8} y^{4}}}=\frac{v+2 u^{2}}{v} \frac{d x}{\sqrt{1-x^{3} \cdot 1-u^{8} x^{2}}} ;
$$

and writing $(v,-u)$ for $(u, v)$, and $(z, y)$ for $(y, x)$,

$$
z=\frac{u\left(u-2 v^{5}\right) y+v^{8} y^{2}}{u^{2}+u^{8} v^{6}\left(u-2 v^{2}\right) y^{2}}
$$

gives

$$
\begin{aligned}
\frac{d z}{\sqrt{1-z^{2} \cdot 1-u^{4} z^{4}}} & =\frac{u-\underline{Q} v^{2}}{u} \frac{d y}{\sqrt{1-y^{3}} \cdot 1-v^{8} y^{2}}, \\
& =-3 \frac{d x}{\sqrt{1-x^{2} \cdot 1-u^{4} x^{2}}},
\end{aligned}
$$

279. Similarly, $n=5$,

$$
y=\frac{v\left(v-u^{5}\right) x+u^{3}\left(u^{2}+v^{2}\right)\left(v-u^{5}\right) x^{3}+u^{10}\left(1-u v^{5}\right) x}{v^{2}\left(1-u v^{3}\right)+u v^{2}\left(u^{4}+v^{2}\right)\left(v-u^{5}\right) x^{2}+u^{6} v^{3}\left(v-u^{5}\right) x^{4}}
$$

gives

$$
\frac{d y}{\sqrt{1-y^{2} \cdot 1-v^{8} y^{2}}}=\frac{v-u^{8}}{v\left(1-u v^{3}\right)} \frac{d x}{\sqrt{1-x^{8} \cdot 1-u^{8} x^{2}}},
$$

and

$$
z=\frac{u\left(u+v^{3}\right) y-v^{3}\left(u^{8}+v^{0}\right)\left(u+v^{5}\right) y^{8}+v^{10}\left(1+u^{3} v\right) y^{8}}{u^{2}\left(1+u^{8} v\right)-u^{8} v\left(u^{8}+v^{4}\right)\left(u+v^{8}\right) y^{2}+u^{8} v^{6}\left(u+v^{8}\right) y^{4}}
$$

gives

$$
\frac{d z}{\sqrt{1-z^{4} \cdot 1-u^{6} z^{2}}}=\frac{u+v^{s}}{u\left(1+u^{v} v\right)} \frac{d y}{\sqrt{1-y^{2} \cdot 1-v^{5} y^{2}}},
$$

whence

$$
\frac{d z}{\sqrt{1-z^{2} \cdot 1-u^{2} z^{2}}}=5 \frac{d x}{\sqrt{1-x^{2} \cdot 1-u^{5} x^{2}}} .
$$

The Multiplier M. Art. Nos. 280 to 284.
280. The above-mentioned values of $M, \frac{1}{M}$ lead to convenient expressions of $n M^{3}$; thus

$$
\begin{array}{ll}
n=3, & 3 M^{2}=\frac{v\left(2 v^{3}-u\right)}{u\left(2 u^{3}+v\right)}, \\
n=5, & 5 M^{2}=\frac{v}{u} \frac{u+v^{8}}{v-u^{3}} \frac{1-u v^{3}}{1+u^{3} v}, \\
n=7, & 7 M^{2}=-\frac{v\left(u-v^{7}\right)}{u\left(v-u^{1}\right)} .
\end{array}
$$

It will be shown that we have in general

$$
n M^{2}=\frac{\lambda \lambda^{\prime 2} d k}{k k^{2} d \lambda},=\frac{v\left(1-v^{\prime \prime}\right) d u}{u\left(1-u^{s}\right) d v},
$$

or, what is the same thing, if $\phi=0$ be the modular equation, then

$$
-n M^{\prime}=v\left(1-v^{\prime}\right) \frac{d \phi}{d v} \div u\left(1-u^{\prime}\right) \frac{d \phi}{d u},
$$

a formula which is here to be verified in the three cases $n=3$, $n=5$ and $n=7$.
281. In the case $n=3$, we have

$$
M=\frac{v}{v+2 u^{3}}=\frac{2 v^{3}-u}{3 u},
$$

also

$$
\frac{d u}{d v}=\frac{2 v^{3}-u+3 u^{3} v^{3}}{2 u^{3}+v-3 u^{2} v^{3}},
$$

and the equation becomes

$$
\frac{2 v^{3}-u}{2 u^{3}+v}=\frac{1-v^{4}}{1-u^{3}} \cdot \frac{2 v^{3}-u+3 u^{3} v^{2}}{2 u^{3}+v-3 u^{3} v^{3}} .
$$

But writing $3=\frac{\left(2 v^{3}-u\right)\left(2 u^{8}+v\right)}{u v}$, then in the last fraction the numerator becomes $=\left(2 v^{3}-u\right)\left(1+u^{3} v^{2}+2 u^{5} v\right)$, and the
denominator $=\left(2 u^{7}+v\right)\left(1+u^{2} v^{2}-2 u v^{7}\right)$ : and the equation thus is

$$
1=\frac{1-v^{8}}{1-u^{4}} \cdot \frac{1+u^{2} v^{3}+2 u^{8} v}{1+u^{8} v^{2}-2 u v^{3}} .
$$

But we have

$$
\begin{aligned}
1-u^{8} & =\left(1+u^{4}\right)\left\{1-v^{4}+2 u v\left(1-u^{4} v^{8}\right)\right\}, \\
& =1-u^{4} v^{4}+u^{4}-v^{4}+2 u v\left(1+u^{4}\right)\left(1-u^{8} v^{8}\right), \\
& =1-u^{4} v^{4}+2 u^{8} v\left(1-u^{2} v^{2}\right), \\
& =\left(1-u^{2} v^{8}\right)\left(1+u^{2} v^{2}+2 u^{6} v\right),
\end{aligned}
$$

and similarly

$$
1-v^{8}=\left(1-u^{2} v^{t}\right)\left(1+u^{4} v^{2}-2 u v^{4}\right),
$$

which proves the theorem.
282. In the case $n=5$ we have

$$
M=\frac{v\left(1-u v^{5}\right)}{v-u^{8}}=\frac{u+v^{8}}{5 u\left(1+u^{v} v\right)} ;
$$

and the equation becomes

$$
\frac{\left(1-u v^{8}\right)\left(u+v^{2}\right)}{\left(v-u^{5}\right)\left(1+u^{2} v\right)}=\frac{1-v^{8}}{1-u^{8}} \frac{d u}{d v} .
$$

The modular equation may be written (by No. 273)

$$
\left(u^{2}-v^{2}\right)^{8}=16 u^{2} v^{2}\left(1-u^{8}\right)\left(1-v^{8}\right),
$$

whence differentiating and multiplying by $u^{2}-v^{2}$, and reducing, we have

$$
\begin{aligned}
& 6 u v\left(1-u^{n}\right)\left(1-v^{*}\right)(u d u-v d v) \\
& =u\left(u^{2}-v^{2}\right)\left(1-u^{6}\right)\left(1-5 v^{*}\right) d v+v\left(u^{2}-v^{0}\right)\left(1-v^{n}\right)\left(1-5 u^{4}\right) d u,
\end{aligned}
$$

or, as this may be written,

$$
\begin{aligned}
& v\left(1-v^{8}\right)\left(5 u^{2}-u^{10}+v^{2}-5 u^{8} v^{2}\right) d u \\
&=u\left(1-u^{4}\right)\left(5 v^{2}-v^{16}+v^{2}-5 u^{2} v^{s}\right) d v,
\end{aligned}
$$

that is

$$
\frac{v}{u} \frac{d u}{d v} \frac{1-v^{8}}{1-u^{8}}=\frac{5 v^{2}-v^{10}+u^{2}-5 u^{2} v^{8}}{5 u^{2}-u^{10}+v^{2}-5 u^{8} v^{2}} ;
$$

or, observing that from the modular equation, we obtain

$$
\begin{aligned}
& 5 u^{2}-u^{10}+v^{2}-5 u^{8} v^{2}=\left(1-u^{4} v^{6}\right)\left(v^{3}+5 u^{3}+4 u^{5} v\right), \\
& 5 v^{2}-v^{10}+u^{2}-5 u^{2} v^{8}=\left(1-u^{4} v^{4}\right)\left(u^{2}+5 v^{8}-4 u v^{5}\right),
\end{aligned}
$$

this is

$$
\frac{v}{u} \frac{d u}{d v} \frac{1-v^{5}}{1-u^{5}}=\frac{u^{2}+5 v^{2}-4 u v^{8}}{v^{2}+5 u^{2}+4 u^{8} v},
$$

and the equation to be verified is

$$
\frac{v\left(1-u v^{3}\right)\left(u+v^{6}\right)}{u\left(v-u^{6}\right)\left(1+u^{3} v\right)}=\frac{u^{3}+5 v^{2}-4 u v^{8}}{v^{2}+5 u^{2}+4 u^{6} v}
$$

283. Write

$$
A=u+v^{8}, B=u\left(1+u^{8} v\right), C=v-u^{5}, D=v\left(1-u v^{2}\right),
$$

then we have

$$
\begin{aligned}
u^{2}+5 v^{2}-4 u v^{5} & =u \Lambda+5 v D, \\
v^{2}+5 u^{2}+4 u^{8} v & =v C+5 u B,
\end{aligned}
$$

and the equation becomes

$$
\frac{A D}{B C}=\frac{u A+5 v D}{v C+5 u B},
$$

or, what is the same thing,

$$
v A C D+5 u A B D=u A B C+5 v C B D:
$$

but from the modular equation $5 B D=A C$, and substituting this value and throwing out the factor $A C$, the equation becomes $v D+u A=u B+v C$, which is true since each side is $=u^{2}+v^{2}$.
284. In the case $n=7$, we have

$$
M=\frac{v(1-u v)\left(1-u v+u^{2} v^{2}\right)}{v-u^{2}}=-\frac{u-v^{2}}{7 u(1-u v)\left(1-u v+u^{2} v^{2}\right)},
$$

and the formula is

$$
-\frac{u-v^{7}}{v-u^{2}}=\frac{1-v^{8}}{1-u^{8}} \frac{d u}{d v}
$$

204 further theory of the cubic transformation. [vil.
Starting from the modular equation

$$
\phi_{1}=\left(1-u^{v}\right)\left(1-v^{v}\right)-(1-u v)^{s},=0,
$$

we have

$$
\frac{1}{8} \frac{d \phi}{d v}=-v^{\prime}\left(1-u^{\prime}\right)+u(1-u v)^{\prime} ;
$$

and thence

$$
\begin{aligned}
\frac{1}{8}\left(1-v^{v}\right) \frac{d \phi}{d v} & =-v^{v^{7}}\left(1-u^{8}\right)\left(1-v^{8}\right)+\left(1-v^{8}\right) u(1-u v)^{7}, \\
& =-v^{8}(1-u v)^{8}+\left(1-v^{8}\right) u(1-u v)^{7}, \\
& =(1-u v)^{\prime}\left(u-v^{v}\right) .
\end{aligned}
$$

And similarly
$\frac{1}{8}\left(1-u^{s}\right) \frac{d \phi}{d u}=\left(1-u v^{?}\right)\left(v-u^{7}\right) ;$
whence

$$
\frac{1-v^{0}}{1-u^{4}} \frac{d u}{d v},=-\left(1-v^{\prime \prime}\right) \frac{d \phi}{d v} \div\left(1-u^{\prime \prime}\right) \frac{d \phi}{d u},=-\frac{u-v^{\prime}}{v-u^{\prime}},
$$

the formula in question.

Further thoory of the Cubic Transformation.
Art. Nos. 285 to 294.
285. The cubic transformation may be considered from a converse point of view. Writing $x=\mathrm{sn}(u, k), z=\mathrm{sn}(3 u, k)$, we have

$$
z=\frac{3 x\left(1-\frac{x^{2}}{a^{2}}\right)\left(1-\frac{x^{2}}{\beta^{2}}\right)\left(1-\frac{x^{2}}{\gamma^{2}}\right)\left(1-\frac{x^{2}}{\delta^{2}}\right)}{\left(1-k^{3} a^{2} x^{2}\right)\left(1-k^{2} \beta^{2} x^{2}\right)\left(1-k^{2} \gamma^{2} x^{2}\right)\left(1-k^{2} \delta^{2} x^{2}\right)},
$$

where

$$
\begin{aligned}
& \alpha=\operatorname{sn} \frac{4 K}{3}, \quad \beta=\operatorname{sn} \frac{4 i K^{\prime}}{3}, \\
& \gamma=\operatorname{sn} \frac{4 K+4 i K^{\prime}}{3}, \delta=\operatorname{sn} \frac{-4 K+4 i K^{\prime}}{3},
\end{aligned}
$$
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these being the roots of

$$
3-4\left(1+k^{2}\right) x^{2}+6 k^{2} x^{4}-k^{4} x^{4}=0 ;
$$

and it is to be shown that this relation between $z, x$ may be decomposed into two transformation equations between $(y, x)$ and $(z, y)$ respectively.
286. We take these to be

$$
y=\frac{\frac{x}{M}\left(1-\frac{x^{2}}{a^{2}}\right)}{1-k^{2} \Lambda^{2} x^{n}}, z=\frac{3 M y\left(1-\frac{y^{2}}{\theta^{2}}\right)}{1-\lambda^{3} \theta^{2} y^{2}},
$$

giving respectively

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
$$

and

$$
\frac{d z}{\sqrt{1-z^{2} \cdot 1-k^{2} z^{2}}}=\frac{3 M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}},
$$

where observe that $a$, which enters into the relation between $y, x$, being as above the real root $\operatorname{sn} \frac{4 K}{3}$, the equation between $y, x$ is a first transformation, and consequently that the relation between $z, y$ ought to come out a second transformation.
287. Writing

$$
\sqrt{1-a^{2}}=\operatorname{cn} \frac{4 K}{3}, \sqrt{1-k^{2} \lambda^{2}}=\operatorname{dn} \frac{4 K}{3},
$$

we have

$$
\operatorname{sn} \frac{8 K}{3}=\operatorname{sn}\left(4 K-\frac{4 K}{3}\right)=-\operatorname{sn} \frac{4 K}{3},
$$

that is

$$
2 \sqrt{1-a^{2}} \sqrt{1-k^{2} a^{4}}=-\left(1-k^{2} a^{2}\right)
$$

and similarly

$$
2 \sqrt{1-\beta^{2}} \sqrt{1-k^{2} \beta^{2}}=-\left(1-k^{2} \beta^{\prime}\right) .
$$
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Also

$$
\begin{aligned}
& \gamma \delta=\operatorname{sn} \frac{4 i K^{\prime}+4 K}{3} \mathrm{sn} \frac{4 i K^{\prime}-4 K}{3}=\frac{\beta^{2}-a^{2}}{1-h^{2} \alpha^{2} \beta^{2}}, \\
& \gamma+\delta=\frac{2 \beta \sqrt{1-a^{2}} \sqrt{1-k^{2} \alpha^{2}}}{1-h^{2} a^{2} \beta^{3}}=\frac{-\beta\left(1-k^{2} \alpha^{4}\right),}{1-h^{2} \alpha^{2} \beta^{2}},
\end{aligned}
$$

and thence

$$
\begin{gathered}
\beta+(\gamma+\delta)=\frac{h^{5} \alpha^{2} \beta\left(x^{2}-\beta^{2}\right)}{1-k^{2} \alpha^{2} \beta^{2}}, \\
\beta(\gamma+\delta)+\gamma \delta=\frac{-\alpha^{2}\left(1-k^{2} \alpha^{2} \beta^{2}\right)}{1-k^{2} \alpha^{2} \beta^{2}} ;
\end{gathered}
$$

that is

$$
\begin{aligned}
\beta+\gamma+\delta & =-k^{2} \alpha^{2} \beta \gamma \delta, \\
\gamma \delta+\delta \beta+\beta \gamma & =-\alpha^{2},
\end{aligned}
$$

or, what is the same thing,

$$
\begin{gathered}
\frac{1}{\gamma \delta}+\frac{1}{\delta \beta}+\frac{1}{\beta \gamma}=-k^{2} x^{2}, \\
\frac{1}{\beta}+\frac{1}{\gamma}+\frac{1}{\delta}=-\frac{\alpha^{2}}{\beta \gamma \delta} ;
\end{gathered}
$$

and, moreover, since

$$
\begin{aligned}
3\left(1-\frac{x^{2}}{\alpha^{2}}\right)\left(1-\frac{x^{2}}{\beta^{2}}\right)\left(1-\frac{x^{2}}{\gamma^{2}}\right)(1 & \left.-\frac{x^{2}}{\delta^{2}}\right) \\
& =3-4\left(1+k^{2}\right) x^{2}+6 h^{2} x^{4}-k^{4} x^{4}
\end{aligned}
$$

we have

$$
\frac{3}{\alpha^{2} \beta^{2} \gamma^{2} \delta^{2}}=-k^{4}, \text { or } \alpha^{2} \beta^{2} \gamma^{2} \delta^{2}=-\frac{3}{k^{4}} .
$$

288. Determination of $y=\frac{\frac{x}{M}\left(1-\frac{x^{2}}{\alpha^{2}}\right)}{1-k^{2} 2^{2} x^{2}}$, leading to

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}} .
$$
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We determine $M$ so that $x=1, y=1$ shall be corresponding values, viz, we have

$$
1=\frac{\frac{1}{M}\left(1-\frac{1}{a^{2}}\right)}{1-k^{2} a^{2}}, \text { or } M=-\frac{1-a^{2}}{a^{2}\left(1-k^{2} 2^{5}\right)},
$$

and then (denom $=1-k^{s} a^{2} x^{2}$ ), writing

$$
\begin{aligned}
& 1-y=\left(1-k^{2} a^{2} x^{2}\right)-\frac{x}{M}\left(1-\frac{x^{2}}{a^{2}}\right) \\
& =(1-x)\left\{1-x\left(\frac{1}{M}-1\right)-\frac{x^{2}}{M z^{2}}\right\}
\end{aligned}
$$

the term in $\left\}\right.$ is taken to be a perfect square, $=\left(1-\frac{x}{f}\right)^{2}$ suppose, viz. this being so we have

$$
\begin{aligned}
& \frac{2}{f}=-\frac{1-k^{2} u^{4}}{1-a^{2}}\left(\text { or } \frac{1}{f}=\frac{\sqrt{1-k^{2} a^{2}}}{\sqrt{1-a^{2}}}\right), \\
& \frac{1}{f^{2}}=-\frac{1}{M_{A}^{2}},=\frac{1-k^{2} a^{2}}{1-a^{2}},
\end{aligned}
$$

which agree; and then

$$
1-y=(1-x)\left(1-\frac{x}{f}\right)^{2}
$$

whence also

$$
1+y=(1+x)\left(1+\frac{x}{f}\right)^{2}
$$

We next determine $\lambda$, so that $x$ being changed into $\frac{1}{k x}$ $y$ shall be changed into $\frac{1}{\lambda y}$ : we thus have

$$
\frac{1}{\lambda y}=\frac{1}{M k^{3} a^{4} x} \cdot \frac{1-k^{2} a^{9} x^{2}}{1-\frac{x^{2}}{a^{2}}}
$$

208 further theory of the oubic transformation. [vili. or, multiplying by $y$,

$$
\frac{1}{\lambda}=\frac{1}{M^{2} k^{2} a^{\prime \prime}},
$$

that is

$$
\lambda=M^{2} h^{3} a^{4},=\frac{k^{3}\left(1-a^{2}\right)^{2}}{\left(1 k-a^{2}\right)^{2}} .
$$

Observe that, $\alpha$ being real, we have $1-a^{2}<1-k^{2} a^{2}$, and hence $\lambda<k^{3}$, viz. we pass from a modulus $k$ to a smaller modulus $\lambda$.

And then the expressions for $1-y$ and $1+y$ lead to

$$
\begin{array}{ll}
1-\lambda y=(1-k x)(1-k f x)^{2} & (\div), \\
1+\lambda y=(1+k x)(1+k f x)^{2} & (\div),
\end{array}
$$

so that we have the required equation

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=-\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}} .
$$

289. Moduler equation.

Next, for finding the modular equation, we have

$$
\begin{aligned}
& \lambda=\frac{k^{3}\left(1-a^{2}\right)^{2}}{\left(1-k^{2} a^{3}\right)^{\frac{1}{2}}}, \text { or } \sqrt{\lambda \bar{k}}=\frac{k^{2}\left(1-a^{2}\right)}{1-k^{3} a^{2}}, \\
& \lambda^{\prime 2}=\frac{1}{\left(1-k^{2} a^{2}\right)^{2}}\left\{\left(1-k^{3} a^{2}\right)^{4}-k^{2}\left(1-\alpha^{2}\right)^{4}\right\},
\end{aligned}
$$

where the term in \{ \} is

$$
\begin{aligned}
& 1-4 k^{8} a^{2}+6 k^{5} a^{4}-4 k^{6} a^{8}+k^{3} a^{8} \\
& -k^{s}+4 k^{6} a^{2}-6 k^{\circ} a^{4}+4 k^{A} a^{6}-k^{\circ} a^{n}, \\
& =\left(1-k^{2}\right)\left\{1+k^{2}+k^{4}-4\left(k^{2}+k^{4}\right) a^{2}+6 k^{4} a^{4}-k^{4} a^{6}\right\} \text {, } \\
& =\left(1-k^{2}\right)\left\{\left(1-k^{2}\right)^{2}+k^{2}\left[3-4\left(1+k^{2}\right) a^{4}+6 k^{2} a^{4}-k^{4} \alpha^{4}\right]\right\} \text {, } \\
& =\left(1-h^{2}\right)^{3} ;
\end{aligned}
$$

that is

$$
\lambda^{\prime}=\frac{k^{\prime 3}}{\left(1-k^{2} \alpha^{2}\right)^{2}}, \text { or } \sqrt{\lambda^{\prime} k^{\prime}}=\frac{k^{\prime 2}}{1-k^{\prime} \alpha^{2}} ;
$$
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and hence

$$
\sqrt{\lambda \bar{k}}+\sqrt{\lambda^{\prime} k^{\prime}}=\frac{k^{\prime 2}+k^{2}\left(1-a^{2}\right)}{1-k^{2} a^{2}},
$$

that is

$$
\sqrt{\overline{\lambda_{i}}}+\sqrt{\lambda^{\prime} k^{\prime}}=1
$$

the required equation.
290. We have next ( $\theta$ being arbitrary)

$$
\left.1-\frac{y}{\theta}=1-h^{2} a^{2} x^{2}-\frac{x}{M \theta}\left(1-\frac{x}{a^{2}}\right) \quad \text { ( } \div\right),
$$

(denom. as before $=1-k^{2} a^{2} x^{2}$ ).
And taking

$$
\theta=-\frac{1}{M} \frac{\beta \gamma \delta}{a^{2}} \text {, that is }-\frac{1}{M \theta}=\frac{a^{2}}{\beta \gamma \delta^{\prime}}
$$

then

$$
\begin{align*}
1-\frac{y}{\theta} & =1-k^{2} a^{2} x^{2}+\frac{a^{2} x}{\beta \gamma \delta}\left(1-\frac{x^{2}}{a^{2}}\right) & & (\div), \\
& =1+\frac{a^{2} x}{\beta \gamma \delta}-k^{3} a^{2} x^{2}-\frac{x^{3}}{\beta \gamma \delta} & & (\div), \\
& =\left(1-\frac{x}{\beta}\right)\left(1-\frac{x}{\gamma}\right)\left(1-\frac{x}{\delta}\right) & & (\div), \tag{+}
\end{align*}
$$

and similarly

$$
1+\frac{y}{\theta}=\left(1+\frac{x}{\beta}\right)\left(1+\frac{x}{\gamma}\right)\left(1+\frac{x}{\delta}\right)
$$

also, changing $x, y$ into $\frac{1}{k x}, \frac{1}{\lambda y}$,

$$
\begin{align*}
& 1-\lambda \theta y=(1-k \beta x)(1-k y x)(1-k \delta x) \\
& 1+\lambda \theta y=(1+k \beta x)(1+k \gamma x)(1+k \delta x)
\end{align*}
$$

consequently

$$
\frac{y\left(1-\frac{y}{\theta^{2}}\right)}{1-\lambda^{2} \theta^{2} y^{2}}=\frac{\frac{x}{M}\left(1-\frac{x^{2}}{a^{2}}\right)\left(1-\frac{x^{2}}{\beta^{2}}\right)\left(1-\frac{x^{2}}{\gamma^{2}}\right)\left(1-\frac{x^{2}}{\delta^{2}}\right)}{\left(1-k^{2} a^{2} x^{2}\right)\left(1-k^{2} \beta^{2} y^{2}\right)\left(1-k^{*} \gamma^{2} x^{2}\right)\left(1-k^{2} \delta^{2} x^{4}\right)} .
$$

We have

$$
\theta=-\frac{1}{M} \frac{\beta \gamma \delta}{a^{2}} \text {, hence } \theta^{2}=\frac{1}{M^{2}} \frac{a^{3} \beta^{0} \gamma^{2} \delta^{z}}{a^{0}},=\frac{-3}{k^{4} u^{0} J^{2}} ;
$$

c.

210 FURTHER THEORY OF THE CUBIC TRANSFORMATION. [VIII. but $\lambda=M^{2} k^{3} a^{4}$, hence $\lambda \theta^{2}=-\frac{3}{k z^{2}}$ and $\lambda^{2} \theta^{2}=-3 M^{2} k^{2} a^{2}$; whence, putting for shortness $M,=-\frac{1-a^{2}}{a^{y}\left(1-h^{2} \alpha^{2}\right)},=-\frac{A}{a^{2} B}$, we have

$$
\theta^{\theta}=\frac{-3 B^{2}}{L^{4} \alpha^{2} A^{2}}, \quad \lambda \theta^{a}=-\frac{3}{k a^{2}}, \quad \lambda^{2} \theta^{2}=\frac{-3 h^{2} A^{2}}{a^{2} B^{2}}
$$

291. It is to be shown that $\theta$ is connected with $\lambda$ as $\alpha$ is with $b$; viz. that we have

$$
3-4\left(1+\lambda^{2}\right) \theta^{2}+6 \lambda^{2} \theta^{4}-\lambda^{4} \theta^{8}=0
$$

Substituting for $\theta^{2}, \lambda^{2} \theta^{a}$ and $\lambda \theta^{\theta}$ their values, the expression on the left-hand side is

$$
=-\frac{3}{k^{4} \alpha^{8} A^{2} B^{2}}\left\{\left(27-18 k^{2} a^{4}-k^{4} a^{6}\right) A^{2} B^{2}-4 a^{6}\left(B^{4}+k^{8} A^{4}\right)\right\},
$$

$\left(A=1-a^{2}, B=1-b^{2} a^{2}\right)$, viz. the term in $\left\}\right.$ is a function $\left(1, a^{2}\right)^{8}$ the coefficients of which are

$$
\begin{aligned}
& \text { 27, } \\
& -54-54 k^{2}, \\
& 27+90 k^{2}+27 k^{4} \\
& -4-18 k^{2}-18 k^{4}-4 k^{4} \\
& -2 k^{2}-46 k^{4}-2 k^{4} \\
& 14 k^{4}+14 k^{4} \\
& -k^{4}+10 k^{3}-k^{3} \\
& -2 k^{4}-2 k^{3} \\
& \\
& -k^{s}
\end{aligned}
$$

and this is equal to the product of $3-4\left(1+k^{2}\right) a^{2}+6 k^{2} a^{4}-k^{4} u^{8}$ by a function $\left(1, a^{2}\right)^{4}$, the coefficients of which are

$$
\begin{aligned}
& 9, \\
& -6-6 k^{2} \\
& 1-4 k^{2}+k^{4} \\
& 2 k^{2}+2 k^{4} \\
& k^{4}
\end{aligned}
$$
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viz. this other factor is $=\left\{3-\left(1+k^{2}\right) a^{2}-k^{2} a^{4}\right\}^{2}$. The first factor vanishes and we have thus the required relation

$$
3-4\left(1+\lambda^{2}\right) \theta^{2}+6 \lambda^{2} \theta^{4}-\lambda^{4} \theta^{9}=0
$$

We have $\theta=-\frac{1}{M f} \frac{\beta \gamma \delta}{a^{2}}$, where $M, a, \gamma \delta$ are all real but $\beta$ is a pure imaginary, hence also $\theta$ is a pure imaginary. Now the equation in $z, y$ corresponds with the differential relation

$$
\frac{d z}{\sqrt{1-z^{2} \cdot 1-k^{2} z^{2}}}=\frac{3 M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}
$$

and we thence see that $\theta$ must denote one of the quantities

$$
\operatorname{sn} \frac{4 \Lambda}{3}, \operatorname{sn} \frac{4 i \Lambda^{\prime}}{3}, 8 n \frac{4 \Lambda+4 i \Lambda^{\prime}}{3}, \operatorname{sn} \frac{-4 \Lambda+4 i \Lambda^{\prime}}{3}
$$

and, being as just shown, a pure imaginary, it clearly denotes $\operatorname{sn} \frac{4 i \Lambda^{\prime}}{3}$, viz. the transformation from $z$ to $y$ is a second transformation.

Writing now

$$
z=\frac{\frac{y}{N}\left(1-\frac{y^{2}}{\theta^{2}}\right)}{1-\lambda^{2} \theta^{2} y^{2}},
$$

we may determine $N$ so that corresponding values shall be $z=1, y=-1$ (or $z=-1, y=1$ ), viz. this will be the case if

$$
1=\frac{-\frac{1}{N}\left(1-\frac{1}{\theta^{2}}\right)}{1-\lambda^{2} \theta^{2}}, \text { or say } N=\frac{1-\theta^{2}}{\theta^{2}\left(1-\lambda^{2} \theta^{2}\right)}
$$

and the value of $N$ thus determined will be $=\frac{1}{3 . I}$. To verify this we have to prove the equation

$$
\theta^{z}\left(1-\lambda^{2} \theta^{\theta}\right)=3 M\left(1-\theta^{z}\right)
$$

Substituting for $\theta^{n}, \lambda \theta^{n}$ and $M$ their values, the equation is

$$
\begin{aligned}
& \frac{3}{A^{2} B a^{4} k^{4}}\left\{-a^{2}\left(B^{3}-k^{4} A^{3}\right)+3 A B\left(B-k^{2} A\right)\right\}=0 \\
& \left(A=1-a^{2}, B=1-k^{2} a^{2}, \text { as before }\right)
\end{aligned}
$$
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We have $B-k^{3} A=1-k^{2}$, and the term $B^{3}-k^{3} A^{3}$ contains this same factor. Omitting the factor in question, $1-k^{2}$, the term in \{ \} is

$$
=-a^{2}\left(1+k^{4}-3 k^{2} a^{2}+k^{4} a^{6}\right)+3\left\{1-\left(1+k^{2}\right) a^{2}+k^{2} a^{4}\right\},
$$

viz. this is

$$
=3-4\left(1+k^{2}\right) x^{2}+6 k^{2} a^{4}-k^{4} a^{4},
$$

which is $=0$, and the theorem is thus proved.
292. Starting from the equation

$$
z=\frac{3 M y\left(1-\frac{y^{2}}{\theta^{2}}\right)}{1-\lambda^{2} \theta^{\theta} y^{2}},
$$

where $1,-1$ are corresponding values of $z, y$, and

$$
3-4\left(1+\lambda^{2}\right) \theta^{2}+6 \lambda^{2} \theta^{4}-\lambda^{4} \theta^{4}=0
$$

we have

$$
\begin{align*}
1+z & =(1-y)\left(1-\frac{y}{g}\right)^{z} \\
1-z & =(1+y)\left(1+\frac{y}{g}\right)^{2} \\
1+k z & =(1-\lambda y)(1-\lambda g y)^{2} \\
1-k z & =(1+\lambda y)(1+\lambda g y)^{2}
\end{align*}
$$

where $\quad$ denom. $=1-\lambda^{2} \theta^{7} y^{2}$,
viz. in obtaining the above we have
that is

$$
\begin{align*}
1+z & =1-\lambda^{2} \theta^{2} y^{2}+3 M y\left(1-y^{2}\right. \\
& =(1-y)\left\{1+(3 M+1) y+\frac{3 M}{\theta^{2}}\right) \\
& =(1-y)\left(1-\frac{y}{g}\right)^{2}
\end{align*}
$$

$$
\begin{gathered}
-\frac{2}{g}=3 M+1,=\frac{1-\lambda^{2} \theta^{4}}{1-\theta^{2}}, \\
\frac{1}{g^{2}}=\frac{3 M}{\theta^{2}}, \quad=\frac{1-\lambda^{2} \theta^{2}}{1-\theta^{2}},
\end{gathered}
$$
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which agree. We have therefore

$$
\frac{d z}{\sqrt{1-z^{2} \cdot 1-k^{3} z^{2}}}=\frac{3 M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{3}}}
$$

and the proof is thus completed.
293. The investigation would have been very similar if, in the formula

$$
y=\frac{\frac{x}{M}\left(1-\frac{x^{2}}{a^{2}}\right)}{1-k^{2} x^{2} x^{2}}
$$

$a$ had denoted any other root of the modular equation, or, what is the same thing, if $a$ were replaced by any other root $\beta, \gamma$ or $\delta$ : there would have been in each case a corresponding equation in $(z, y)$ giving by its combination with the assumed equation the triplication. In particular if the root had been $\beta$, then the equation in $x, y$ would have been a second transformation and the corresponding equation in $(z, y)$ a first transformation. But if the root had been $\gamma$ or $\delta$, then in either case the equation in $(x, y)$ and the corresponding equation in $(y, z)$ would have been each an imaginary transformation.
294. Returning to the quantities $a, \beta, \gamma, \delta$, which denote

$$
\operatorname{sn} \frac{4 K}{3}, \operatorname{sn} \frac{4 i K^{\prime}}{3}, \operatorname{sn} \frac{4 K+4 i K^{\prime \prime}}{3}, \operatorname{sn} \frac{-4 K+4 i K^{\prime}}{3}
$$

respectively the two equations obtained in No. 287 belong to a system which may be written

$$
\begin{aligned}
& \alpha^{2}=. \quad . \quad-\beta \gamma-\beta \delta-\gamma \delta, \| k^{2} \alpha^{2} \beta \gamma \delta=,-\beta-\gamma-\delta \text {, } \\
& \beta^{2}=--\alpha \gamma+a \delta . \quad .+\gamma \delta, \quad k^{2} a \beta^{3} \gamma \delta=\alpha \cdot+\gamma-\delta, \\
& \gamma^{2}=a \beta \cdot-\alpha \delta \cdot+\beta \delta \cdot, k^{2} \alpha \beta \gamma^{9} \delta=\alpha-\beta,+\delta, \\
& \delta^{2}=-\alpha \beta+\alpha \gamma .+\beta \gamma . \quad, \quad k^{2} \alpha \beta \gamma \delta^{2}=\alpha+\beta-\gamma \ldots
\end{aligned}
$$

But $\alpha^{2} \beta^{2} \gamma^{2} \delta^{2}=-\frac{3}{k^{3}}$, or if for shortness $s=i \sqrt{3}$, then we may write $a \beta \gamma \delta=-\frac{s}{k^{2}}$ or $k^{2} \alpha \beta \gamma \delta=-s$, and the last set of equations becomes
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$$
\begin{array}{r}
s \chi-\beta-\gamma-\delta=0 \\
\alpha+s \beta+\gamma-\delta=0 \\
\alpha-\beta+s \gamma+\delta=0 \\
\alpha+\beta-\gamma+8 \delta=0
\end{array}
$$

which must be equivalent to two equations only: in fact the equations may also be written

$$
\begin{aligned}
& 2 x \quad+(s-1) \gamma+(s+1) \delta=0 \text {, } \\
& 2 \beta-(s+1) \gamma+(s-1) \delta=0, \\
& -(s-1) \alpha+(s+1) \beta+\quad 2 \gamma \quad=0, \\
& -(s+1) \alpha-(s-1) \beta \quad+2 \delta=0 \text {, }
\end{aligned}
$$

which linearly determine any two of the quantitics in terms of the remaining two, for instance $\alpha$ and $\beta$ in terms of $\gamma$ and $\delta$ : but then, substituting for $\alpha$ and $\beta$ their values, the third and fourth equations are satisfied identically.

A General Form of the Cubic Transformation.
Art. Nos. 295, 296.
295. Consider the two quartic functions

$$
X=(a, b, c, d, e)(x, 1)^{4}, X^{\prime}=\left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}\right)\left(x^{\prime}, 1\right)^{4}
$$

we may imagine the variables $x, x^{\prime}$ connected by a cubic transformation so as to give rise to a differential relation

$$
\frac{M d x^{\prime}}{\sqrt{ } X^{\prime}}=\frac{d x}{\sqrt{X}}
$$

and this being so the modular equation will be given as a relation between the absolute invariants of these two quartic functions, viz. writing as usual $I, J$

$$
\left(=a e-4 b d+3 c^{7}, a c e-a d^{2}-b^{3} e+2 b c d-c^{3}, \text { respectively }\right)
$$

for the invariants of $X$, and similarly $I^{\prime}, J^{\prime}$ for those of $\mathrm{I}^{\prime}$, then the absolute invariants are $\Omega=1-27 \frac{J^{2}}{I^{3}}$, and

$$
\Omega^{\prime}=1-27 \frac{J^{\prime 2}}{I^{2}}
$$

vii.] further theory of tie cubic transformation. 215

Supposing the function $U$ linearly transformed into $1-x^{2} .1-k^{2} x^{2}$, and similarly $U^{\prime}$ linearly transformed into $1-y^{2} .1-\lambda^{3} y^{2}$ : then it has been seen that the relation between $k^{*}, \lambda^{4}$ can be obtained by the elimination of $a$ from the equations

$$
k^{2}=\frac{\alpha^{3}(2+\alpha)}{1+2 z}, \lambda^{2}=\frac{\alpha(2+a)^{3}}{(1+2 \alpha)^{3}},
$$

or, what is the same thing, writing $-\beta=\frac{2+\alpha}{1+2 x}$, we have $a, \beta$ connected by the equation
and then

$$
2 a \beta+\alpha+\beta+2=0
$$

The theory of linear transformations gives

$$
\Omega=\frac{108 k^{2}\left(1-k^{2}\right)^{4}}{\left(k^{4}+14 k^{3}+1\right)^{3}}, \quad \Omega^{\prime}=\frac{108 \lambda^{2}\left(1-\lambda^{2}\right)^{4}}{\left(\lambda^{4}+14 \lambda^{2}+1\right)^{3}},
$$

the question therefore is between these equations to eliminate $\alpha, \beta, k^{2}, \lambda^{2}$ so as to obtain a relation between $\Omega, \Omega^{\prime}$.
296. By considerations which I cannot now recall I was led to assume

$$
a^{\prime}=\frac{1}{2} \frac{(1+2 \alpha)(2+\alpha)(1-\alpha)^{4}}{\left(1+4 x+\alpha^{2}\right)^{3}}, \beta^{\prime}=\frac{\frac{1}{2}}{} \frac{(1+2 \beta)(2+\beta)(1-\beta)^{4}}{\left(1+4 \beta+\beta^{2}\right)^{3}} .
$$

The equation between $a, \beta$ gives

$$
\begin{array}{rlrl}
1+2 \beta & = & -3 \div(1+2 x), \\
2+\beta & = & 3 x \div(1+2 x), \\
1-\beta & = & 3(1+\alpha) \div(1+2 x), \\
1+4 \beta+\beta^{a} & =-3\left(1+4 x+\alpha^{2}\right) \div(1+2 x)^{2} ;
\end{array}
$$

and we thence have

$$
\beta^{\prime}=\frac{27 \alpha(1+a)^{4}}{2\left(1+4 x+\alpha^{2}\right)^{3}},
$$

viz. in virtue of the identity

$$
(1+2 x)(2+a)(1-a)^{4}+27 \alpha(1+a)^{4}=2\left(1+4 x+a^{2}\right)^{3}
$$

we find

$$
a^{\prime}+\beta^{\prime}=1
$$

We then have

$$
\left.\begin{array}{rl}
k^{2} & =a^{3}(2+a) \div(1+2 a), \\
k^{2}-1 & =(a-1)(x+1)^{3} \div(1+2 x), \\
k^{4}+14 k^{3}+1 & =x^{3}(2+a)^{2}+14 x^{3}(2+a)(2 x+1)+(2 x+1)^{2}, \\
& =\left(x^{2}+4 x+1\right)\left(x^{6}+3 x^{4}+16 z^{3}+3 x^{2}+1\right)
\end{array}\right\} \div(1+2 x)^{2},
$$

and consequently

$$
\Omega=\frac{108 a^{3}(1+2 x)(2+a)(x-1)^{4}(x+1)^{18}}{\left(x^{x}+4 x+1\right)^{3}\left(a^{6}+3 x^{4}+16 x^{3}+3 x^{4}+1\right)^{3}} .
$$

But

$$
a^{\prime}=\frac{1}{2}(1+2 x)(2+a)(1-a)^{4} \quad \div\left(x^{2}+4 x+1\right)^{3}
$$

and thence

$$
\left.\begin{array}{rl}
1-\alpha^{\prime} & =\left(1+4 z+a^{2}\right)^{3}-\frac{1}{2}(1+2 x)(2+a)(1-a)^{4} \\
& =\frac{27}{2} \alpha(1+a)^{4} \\
1+8 z^{\prime} & \left.=\left(1+4 x+a^{4}\right)^{3}+4(1+2 x)(2+a)(1-a)^{4}\right\} \div \\
& =9\left(z^{6}+3 z^{4}+16 z^{3}+3 z^{2}+1\right)
\end{array}\right\}
$$

whence

$$
\Omega=\frac{64 z^{\prime}\left(1-a^{\prime}\right)^{2}}{\left(1+8 i^{\prime}\right)^{2}},
$$

and similarly

$$
\Omega^{\prime}=\frac{64 \beta^{\prime}\left(1-\beta^{\prime}\right)^{3}}{\left(1+8 \beta^{\prime}\right)^{2}},
$$

where $\alpha^{\prime}+\beta^{\prime}=1$. Writing $x^{\prime}=\frac{1}{2}+\theta$, and therefore $\beta^{\prime}=\frac{1}{2}-\theta$, we have

$$
\begin{aligned}
& (5+8 \theta)^{2} \Omega=4(1+2 \theta)(1-2 \theta)^{3}, \\
& (5-8 \theta)^{3} \Omega^{\prime}=4(1+2 \theta)^{3}(1-2 \theta),
\end{aligned}
$$

and the elimination of $\theta$ from these equations gives the required relation between $\Omega, \Omega^{\prime}$.

Proof of the Equation $n N^{\prime}=\frac{\lambda \lambda^{\prime 2}}{k k^{\prime 2}} \frac{d k}{d \lambda}$. Art. Nos. 297 to 299.
297. The proof depends on the formula for the differentiation of the complete functions referred to at the end of Chap. IV.

We deduce

$$
\frac{d}{d k} \frac{K^{\prime}}{K}=-\frac{\frac{1}{2} \pi}{K^{2} k k^{\prime 2}},
$$

and similarly, if $\Lambda, \Lambda^{\prime}$ are the complete functions in the first transformation, we have

$$
\frac{d}{d \lambda} \frac{\Lambda^{\prime}}{\Lambda}=-\frac{1}{\frac{1}{2} \pi} \Lambda^{2} \lambda \lambda^{\prime} .
$$

But

$$
\frac{\Lambda^{\prime}}{\Lambda}=n \frac{K^{\prime}}{K^{\prime}},
$$

and we thus obtain

$$
\frac{d \lambda}{\lambda \lambda^{\prime} \Lambda^{2}}=\frac{n d k}{k k^{\prime 2} K^{\overline{2}}}, \text { or say } \frac{d \lambda}{\lambda \lambda^{\prime 2}} \cdot \frac{K^{2}}{n \Lambda^{2}}=\frac{d k}{k \cdot k^{\prime 2}} \text {. }
$$

But we have also $\Lambda=\frac{K}{n M}$, that is $\frac{K^{2}}{n \Lambda^{2}}=n M^{2}$, and consequently

$$
n M^{2} \cdot \frac{d \lambda}{\lambda \lambda^{\prime 2}}=\frac{d k}{k k^{\prime,}}, \text { or } \operatorname{say} n M^{2}=\frac{\lambda \lambda^{\prime 2}}{k k^{\prime 2}} \frac{d k}{d \lambda},
$$

or writing $k=u^{4}, \lambda=v^{4}$, this is

$$
n M^{\prime}=\frac{v\left(1-v^{*}\right) d u}{u\left(1-u^{v}\right) d v} .
$$

298. $M$ is given as a rational function of $(u, v)$, the same function in the first and in every other transformation; and if we imagine $\frac{d u}{d v}$ expressed from the modular equation as a rational function of $(u, v)$, and substitute these values of $M$ and $\frac{d u}{d v}$, the resulting equation must be true in virtue of the modular equation, viz. it must contain as a factor the modular equation. And this being so, it follows conversely that the expression of M', viz.

$$
n M M^{\prime}=\frac{\lambda \lambda^{\prime 2}}{k k^{\prime 2}} \frac{d k}{d \lambda},
$$

holds good, not for the first transformation only, but for every transformation of the order $n$.
299. Jacobi, Fund. Nova, p. 74, effects the generalisation from different considerations. Writing in the first instance $Q=a K+b K^{\prime}, Q^{\prime}=a^{\prime} K+b^{\prime} K^{\prime}$, where $a, b, a^{\prime}, b^{\prime}$ are constants, he finds

$$
\frac{d}{d k} Q^{\prime}=-\frac{\frac{1}{2} \pi}{Q}\left(a b^{\prime}-a^{\prime} b\right),
$$

and similarly if $L=\alpha \Lambda+\beta \Lambda^{\prime}, L^{\prime}=\alpha^{\prime} \Lambda+\beta^{\prime} \Lambda^{\prime}$, where $\alpha, \beta, \alpha^{\prime}, \beta^{\prime}$ are constants, then

$$
\frac{d}{d \lambda} \frac{L^{\prime}}{L}=-\frac{\frac{1}{2} \pi\left(\alpha \beta^{\prime}-\alpha^{\prime} \beta\right)}{L^{\prime} \lambda \lambda^{\prime 2}},
$$

viz. these correspond to the formule of the last No. with only $Q, Q, L, L^{\prime}$ in place of $K, K^{\prime}, \Lambda, \Lambda^{\prime}$ respectively. But then using the equations

$$
\begin{aligned}
a \Lambda+i \beta \Lambda^{\prime} & =\frac{a K+i b K^{\prime}}{n \Lambda} \\
a^{\prime} \Lambda^{\prime}+i \beta^{\prime} \Lambda & =\frac{a^{\prime} K^{\prime}+i b^{\prime} K^{\prime}}{n \Lambda}
\end{aligned}
$$

where $a a^{\prime}+b b^{\prime}=1, a x^{\prime}+\beta \beta^{\prime}=1$, (see end of Chap. VII.), the equations become

$$
d_{Q}^{Q^{\prime}}=-\frac{\frac{1}{2} n \pi d k}{k k^{2} Q^{4}}, d \frac{L^{\prime}}{L}=-\frac{\frac{1}{2} \pi d \lambda}{\lambda \lambda^{\prime 2} L^{2}},
$$

or since $\frac{Q^{\prime}}{Q}=\frac{L^{\prime}}{L}, \frac{Q}{L}=n M$, we have as before $n M M^{\prime}=\begin{aligned} & \lambda \lambda^{\prime 2} d k \\ & k k^{\prime 2} d \lambda\end{aligned}$.
Differential Equation satisfied by the multiplier M.
Art. No. 300.
300. We have, No. 76, writing $K$ instead of $F$,

$$
k k^{2} \frac{d^{2} K}{d k^{2}}+\left(1-3 k^{2}\right) \frac{d K}{d k}-k K=0
$$

and similarly if $\lambda, \Lambda$ belong to the first transformation,

$$
\lambda \lambda^{\prime 3} \frac{d^{2} \Lambda}{d \lambda^{2}}+\left(1-3 \lambda^{2}\right) \frac{d \Lambda}{d \lambda}-\lambda \Lambda=0 .
$$

These equations may be written

$$
\frac{d}{d k}\left(\frac{k k^{\prime 2} d K}{d k}\right)-k K=0, \quad \frac{d}{d \lambda}\left(\frac{\lambda \lambda^{\prime 2} d \Lambda}{d \lambda}\right)-\lambda \Lambda=0
$$

But $M=\frac{K}{\Lambda}$, that is $K=M \Lambda$, or substituting in the first equation

$$
\begin{aligned}
& \Lambda\left\{k k^{\prime 2} \frac{d^{2} M}{d k^{3}}+\left(1-3 k^{2}\right) \frac{d M}{d k}-k M\right\} \\
&+\frac{d \Lambda}{d k}\left\{2 k \cdot k^{\prime 2} \frac{d M}{d k}+\left(1-3 k^{2}\right) M\right\}+k \cdot k^{\prime 2} M \frac{d^{2} \Lambda}{d k^{x}}=0
\end{aligned}
$$

whieb multiplied by $M$ may be written

$$
M \Lambda\left\{k k^{\prime 2} \frac{d^{2} M}{d k^{i s}}+\left(1-3 k^{v}\right) \frac{d M}{d k}-k M\right\}+\frac{d}{d k}\left(\frac{I I^{\prime} k k^{\prime 2} d \Lambda}{d k}\right)=0 .
$$

But $M^{2}=\frac{\lambda \lambda^{\prime 2} d k}{n k k^{\prime 2} d \lambda}$, whence the second term is

$$
\left.\frac{1}{n} \frac{d}{d k} \frac{\lambda \lambda^{\prime \prime} d \Lambda}{d \lambda}\right),=\frac{1}{n} \frac{d \lambda}{d k} \frac{d}{d \lambda}\left(\frac{\lambda \lambda^{\prime 2} d \Lambda}{d \lambda}\right)
$$

viz. this is $=\frac{1}{n} \frac{d \lambda}{d k} \lambda \Lambda$ : the whole equation thus divides by $\Lambda$, and it beeomes

$$
M\left\{k k^{2} \frac{d^{2} M}{d k^{3}}+\left(1-3 k^{n}\right) \frac{d M}{d k}-k M\right\}+\frac{1}{n} \frac{\lambda d \lambda}{d k}=0
$$

We have $M^{2}=\frac{\lambda \lambda^{\prime 2} d k}{n k k^{2} d \lambda}$, and if we use this equation to eliminate $\frac{d \lambda}{d k}$, we obtain

$$
\left\{k k^{\prime 2} \frac{d^{2} M}{d k^{2}}+\left(1-3 k^{2}\right) \frac{d M}{d k}-k M\right\}+\frac{\lambda^{2} \lambda^{\prime 2}}{k k^{\prime 2}} \frac{1}{n^{2} M^{3}}=0
$$

a differential equation of the seeond order satisfied by the multiplier $M$ considered as a function of $k$. (Fund. Nova, p. 77.) Observe that this equation contains $n$, viz. it depends on the order of the transformation.

It is in the proof assumed that $\lambda$ belongs to the first transformation: but it may be seen as in No. 298, (or we may as in No. 299 by using $Q, L$ in place of $K, \Lambda$ respectively show) that the theorem is true for any root whatever of the modular equation.

Differential Equation of the third order satisfied by the modulus $\lambda$. Art. Nos. 301 to 305.
301. If we use the same equation $M^{\prime}=\frac{\lambda \lambda^{\prime \prime} d k}{n k k^{2} d \lambda}$ to eliminate $M$ from the foregoing differential equation, then since the terms of

$$
M\left\{k k^{2} \frac{d^{2} M}{d k^{2}}+\left(1-3 k^{2}\right) \frac{d M}{d k}-k M\right\}
$$

all contain the factor $\frac{1}{n}$, which occurs also in the remaining term $\frac{1}{n} \frac{\lambda d \lambda}{d k}$ of the equation, this factor divides out, and we obtain an equation involving $k, \lambda$, but independent of $n$ : viz. observing that the equation in $M$ may be written

$$
M\left\{\frac{d}{d k}\left(\frac{k \cdot k^{\prime 2} d M}{d k}\right)-k M\right\}+\frac{1}{n} \lambda d \lambda=0
$$

and putting for convenience $M^{2}=\frac{1}{n} \Omega^{2}$, that is

$$
\Omega=\sqrt{\frac{\lambda \lambda^{\prime 2} d k}{k k^{\prime 2} d \lambda}}
$$

the equation in question is

$$
\Omega\left\{\frac{d}{d k}\left(k k^{\prime 2} \frac{d \Omega}{d k}\right)-k \Omega\right\}+\frac{\lambda d \lambda}{d k}=0
$$

or, what is the same thing,

$$
\Omega \frac{d}{d k}\left(k k^{n} \frac{d \Omega}{d k}\right)-k \Omega^{2}+\frac{\lambda^{2} \lambda^{2}}{k k^{2}} \cdot \frac{1}{\Omega^{2}}=0
$$

where $\Omega$ is a given function of $k, \lambda$, and $\lambda$ is any root whatever of the modular equation.
302. In this form $d k$ is taken to be constant (that is, $k$ to be the independent variable), but taking $d k, d \lambda$ to be each variable (in effect $k, \lambda$ to be functions of a new variable), the equation may be written

$$
\frac{\Omega}{(d k)^{3}}\left\{d k d\left(k k^{2} d \Omega\right)-d^{2} k \cdot k k^{\prime 2} d \Omega\right\}-k \Omega^{2}+\frac{\lambda^{2}\left(1-\lambda^{2}\right)}{k\left(1-k^{2}\right) \sqrt{\Omega^{2}}}=0
$$

and after all reductions we arrive at Jacobi's form

$$
\begin{aligned}
& 3\left\{(d k)^{2}\left(d^{2} \lambda\right)^{2}-(d \lambda)^{2}\left(d^{2} k\right)^{2}\right\}-2 d k d \lambda\left(d k d^{d} \lambda-d \lambda d^{2} k\right) \\
& \quad+(d k)^{2}(d \lambda)^{2}\left\{\left(\frac{1+k^{2}}{k-k^{3}}\right)^{3}(d k)^{2}-\left(\frac{1+\lambda^{2}}{\lambda-\lambda^{3}}\right)^{2}(d \lambda)^{2}\right\}=0 .
\end{aligned}
$$

303. It may be remarked that if

$$
\frac{d k}{k k^{\prime 2}}=d p, \text { that is } p=\log \frac{k}{k^{\prime}},
$$

and therefore $k^{3}=\frac{e^{2 p}}{1+e^{3 p}}, k^{\prime 2}=\frac{1}{1+e^{3 p}}, k k^{\prime}=\frac{e^{p}}{1+e^{3 p}}$,

$$
\frac{d \lambda}{\lambda \lambda^{\prime \prime}}=d q, \text { that is } q=\log \frac{\lambda}{\lambda^{\prime}},
$$

and therefore $\lambda^{\prime}=\frac{e^{37}}{1+e^{i ⿻^{7}}}, \lambda^{\prime 2}=\frac{1}{1+e^{2_{4}}}, \lambda \lambda^{\prime}=\frac{e^{8}}{1+e^{2_{8}}}$, we have

$$
\Omega=\sqrt{\frac{d p}{d q}},
$$

and the equation then is

$$
\Omega \frac{d^{2} \Omega}{d p^{2}}=k^{2} k^{\prime 2} \Omega^{2}-\frac{\lambda^{\lambda} \lambda^{\prime 2}}{\Omega^{2}},
$$

which is readily converted into
$\frac{2 p^{\prime} q^{\prime}\left(q^{\prime} p^{\prime \prime \prime}-p^{\prime} q^{\prime \prime \prime}\right)-3\left(q^{\prime \prime} p^{\prime \prime 2}-p^{\prime 2} q^{\prime \prime}\right)}{4\left(p^{\prime} q^{\prime}\right)^{4}}$

$$
=\left(\frac{e^{p}}{1+e^{\frac{10}{\prime}}}\right)^{\frac{2}{2}} \cdot \frac{p^{\prime}}{q^{\prime}}-\left(\frac{e^{\frac{9}{2}}}{1+e^{2^{\prime \prime}}}\right)^{2} \cdot \frac{q^{\prime}}{p^{\prime}},
$$

where $p^{\prime}, p^{\prime \prime}, p^{\prime \prime \prime}$ and $q^{\prime}, q^{\prime \prime}, q^{\prime \prime \prime}$, are the derived functions of $p, q$ with respect to the independent variable.
304. The equation in No. 301 is easily verified in the case of the quadric transformation: we have here $\lambda=\frac{1-k^{\prime}}{1+k^{\prime}}$; and we thence find $\Omega=\frac{\sqrt{2}}{1+k^{\prime}}, \frac{d \lambda}{d k}=\frac{2\left(1-k^{\prime}\right)^{\prime}}{k^{\prime}\left(1+k^{\prime}\right)^{\prime}}$, and the equation takes the form

$$
\frac{\sqrt{2}}{1+k^{\prime}}\left\{\frac{k^{\prime}}{\bar{k}^{\prime}} \frac{d}{d k^{\prime}}\left[k^{\prime} k^{\prime} \frac{d}{d k^{\prime}}\left(\frac{\sqrt{2}}{1+k^{\prime}}\right)\right]-\frac{\sqrt{2} k}{1+k^{\prime}}\right\}+\frac{2\left(1-k^{\prime}\right)^{\frac{1}{2}}}{k^{\prime}\left(1+k^{\prime}\right)^{\frac{1}{2}}}=0,
$$

viz. dividing by 2 , and reducing, this is

$$
\left.\frac{1}{1+k^{\prime}}\left\{\begin{array}{l}
k \\
k^{\prime} \\
d k^{\prime}
\end{array}\left(\frac{-k^{\prime}+k^{\prime \prime}}{1+k^{\prime}}\right)-\frac{k}{1+k^{\prime}}\right\}\right\}+\frac{\left(1-k^{\prime}\right)^{\frac{1}{\prime}}}{k^{\prime}\left(1+k^{\prime}\right)^{\frac{1}{2}}}=0
$$

But the first term is

$$
\begin{aligned}
& \frac{1}{1+k^{\prime}}\left\{\overline{k^{\prime}}\right. \frac{-1+2 k^{\prime}+k^{2}}{\left(1+k^{\prime}\right)^{2}}- \\
&\left.1+\frac{k}{1+k^{\prime}}\right\} \\
&=\frac{k}{k^{\prime}\left(1+k^{\prime}\right)^{\frac{3}{2}}}\left(-1+k^{\prime}\right),=\frac{-\left(1-k^{\prime}\right)^{\frac{1}{2}}}{k^{\prime}\left(1+k^{\prime}\right)^{\frac{1}{3}}}
\end{aligned}
$$

and the equation is verificd.
In the case of the cubic transformation, the equation in Jacobi's form No. 302, might be verified (although not without some difficulty) by means of the expressions, No. 261,

$$
k^{s}=\frac{a^{4}(2+a)}{1+2 x}, \lambda^{A}=a\left(\frac{2+a}{1+2 x}\right)^{3},
$$

of the moduli $k, \lambda$ in terms of a parameter $\alpha$ : but the verification in the next following case of the quintic equation would apparently be very difficult. Jacobi remarks that if a method existed for finding the algebraical solutions of a differential equation, then, by mcans of the foregoing differential equation alone, it would be possible to obtain the modular equation in the transformation of any order $n$ whatever: but, the mere verifications being so difficult, it does not appear that anything can be done in this manner in regard to the modular equations.

A relation involving $M, K, \Lambda, E, G$. Art. No. 305.
305. Immediately connected with what precedes we have a result which will be useful in the sequel: we have

$$
\frac{d K}{d k}=\frac{1}{k k^{2}}\left(E-k^{\prime 3} K\right)
$$

that is

$$
\frac{d k}{k}-\frac{E}{k k^{2} K^{2}} d k+\frac{d K}{K}=0,
$$

and similarly if $\Lambda, G$ are the complete functions to the modulus $\lambda\left(\Lambda=F_{1} \lambda\right.$, as before, $\left.G=E_{1} \lambda\right)$, then

$$
\frac{d \lambda}{\lambda}-\frac{G}{\lambda \lambda^{\prime \prime} \Lambda} d \lambda+\frac{d \Lambda}{\Lambda}=0
$$

Hence establishing the equation

$$
\frac{d \lambda}{\lambda}-\frac{G d \lambda}{\lambda \lambda^{\prime 2} \Lambda}+\frac{d \Lambda}{\Lambda}=\frac{d k}{k}-\frac{E d k}{k k^{\prime 2} K}+\frac{d K}{K},
$$

and observing that $M=\frac{1}{n} \frac{K}{\Lambda}$ and therefore $\frac{d M}{M}=\frac{d K}{K}-\frac{d \Lambda}{\Lambda}$, we obtain

$$
\frac{d \lambda}{\lambda}-\frac{G d \lambda}{\lambda \lambda^{\prime 2} \bar{\Lambda}}-\frac{d M}{M}=\frac{d k}{k}-\frac{E d k}{k k^{\prime 2} K^{\prime}},
$$

viz. this is

$$
\frac{d \lambda}{\lambda \lambda^{\prime 2}}\left\{\lambda^{\prime 2}-\frac{G}{\Lambda}-\frac{\lambda \lambda^{\prime 2}}{M} \frac{d M}{d \lambda}\right\}=\frac{d k}{k k^{\prime 2}}\left(k^{\prime 2}-\frac{E}{K}\right),
$$

or, eliminating $d k, d \lambda$ by the relation $\frac{d \lambda}{\lambda \lambda^{\prime 2}}=\frac{1}{n M^{2}} \frac{d k}{k k^{\prime 2}}$, this is

$$
\frac{1}{n M^{2}}\left\{\lambda^{n}-\frac{G}{\Lambda}-\frac{\lambda \lambda^{\prime 2}}{M} \frac{d M}{d \lambda}\right\}=K^{\prime 2}-\frac{E}{K^{\prime}},
$$

which is the result in question. Observe that $\frac{d M}{d \lambda}$ is the total differential coefficient, viz. if $M$ is taken to be a function of $k, \lambda$, then in the differentiation, $k$ must be treated as a function of $\lambda$. The equation, as involving not only $K, \Lambda$ but also $E, G$, is in its actual form only true for the first transformation, and it does not readily appear how it should be modified in the case where $\lambda$ is any root whatever.

## CHAPTER IX.

JACOBI'S PARTLAL DIFFERENTIAL EQUATIONS FOR THE FUNCTIONS $H, \Theta$, and for the ncmerators and denominators in THE MULTIPLICATION AND TRANSFORMATION OF THE ELLIPTIC FUNCTIONS sn $u$, cn $u$, $\operatorname{dn} u$.

Outline of the Results. Art. Nos. 306 to 309.
306. THE functions $\Theta u, H u$ have an important application to the theory of multiplication, and theoretically a like one to the theory of transformation. To explain this, recalling the formula

$$
\begin{aligned}
\sqrt{k} \operatorname{sn} u & =H u \\
\sqrt{\frac{k}{k}} \operatorname{cn} u & =H(u+K) \\
\frac{1}{\sqrt{\bar{k}}} \mathrm{dn} u & =\Theta(u+K)
\end{aligned}
$$

where

$$
\text { denom. }=\Theta u
$$

and considering first the case of multiplication, it has already been seen that considering the expressions of

$$
\sqrt{k} \operatorname{sn} n u, \quad \sqrt{\frac{k}{k}} \operatorname{cn} n u, \quad \frac{1}{\sqrt{k^{\prime}}} \mathrm{dn} n u
$$

in terms of $\mathrm{sn} u$, the three numerators and the denominator of these functions are respectively
$=H n u \Theta^{n^{3}-1} 0, H(n u+K) \Theta^{n^{2}-1} 0, \Theta(n u+K) \Theta^{n^{3}-1} 0, \Theta n u \Theta^{n^{2}-1} 0$, each divided by $\Theta^{n^{2}} u$ : where for shortness $\Theta 0$ is written instead of its value $=\sqrt{\frac{\sqrt{k^{\prime} K}}{\pi}}$.
307. The corresponding formulæ in the transformation of the order $n$ are that considering the expressions of

$$
\sqrt{\lambda} \operatorname{sn}\left(\frac{u}{M}, \lambda\right), \sqrt{\frac{\lambda}{\lambda^{\prime}}} \operatorname{cn}\left(\frac{u}{M}, \lambda\right), \frac{1}{\sqrt{\lambda^{\prime}}}, \operatorname{dn}\left(\frac{u}{M}, \lambda\right)
$$

in terms of sn $u$, the three numerators and the denominator are respectively $=$

$$
\begin{array}{r}
H\left(\frac{u}{M}, \lambda\right) \Theta_{1}^{n-1} 0, H\left(\frac{u}{M}+\Lambda, \lambda\right) \Theta_{1}^{n-1} 0, \Theta\left(\frac{u}{M}+\Lambda, \lambda\right) \Theta_{1}^{n-1} 0, \\
\text { and } \Theta\left(\frac{u}{M}, \lambda\right) \Theta_{1}^{n-1} 0,
\end{array}
$$

each divided by $\Theta^{\circ} u$; where for shortness $\Theta_{1} 0$ is written instead of its value $=\sqrt{\frac{2 \lambda^{\prime} \Lambda}{\pi}}$ : the proof need not be at present considered. Observe that for $u=0$ the denominator is

$$
\Theta_{a}{ }^{n} 0 \div \Theta^{n} 0,=\left\{\frac{\lambda^{\prime} A}{k^{\prime} K}\right\}^{\xi^{n}} .
$$

Now the functions $\Theta u, H u, \Theta(u+K), H(u+K)$, each satisfy as will be shown a certain partial differential equation which in its most simple form is $\frac{d^{\prime} \sigma}{d v^{2}}-4 \frac{d \sigma}{d \omega}=0$, where the variables are $\infty,=\frac{\pi K^{\prime}}{K}$, and $v,=\frac{\pi u}{2 K}$, Jacobi, Crelle, t. III.(1828) p. 306. And we hence deduce a partial differential equation satisfied by the foregoing numerator- and denominator-functions, as well in the case of transformation as in that of multiplication: viz. if, in the case of multiplication by $n$, we write $\nu=n^{2}$, but in the case of the transformation of the $n^{\text {th }}$ order $\nu=n$, then (in one of several forms) this equation is (Jacobi, Crelle, t. Iv (1829) p. 185)

$$
\begin{aligned}
&\left(1-\alpha x^{2}+x^{2}\right) \frac{d^{2} z}{d x^{2}}+(\nu-1)\left(\alpha x-2 x^{3}\right) \frac{d z}{d x} \\
&+\nu(\nu-1) x^{3} z-2 \nu\left(x^{3}-4\right) \frac{d z}{d z}=0,
\end{aligned}
$$

in which equation the variables are $x,=\sqrt{k} \operatorname{sn} u$, and $\alpha,=k+\frac{1}{k}$.
c.

$$
15
$$

308. The form is specially applicable to the denominator of the three functions of $n u$, for this is a rational and integral function of $k$ and $\operatorname{sn}^{2} u$, which when we introduce therein $x$, $=\sqrt{k} \operatorname{sn} u$, becomes a function of $x$ and $k$, which is unaltered when $k$ is changed into $\frac{1}{k}$, and is therefore a rational and integral function of $x$ and $a$ : and it is for the like reason specially applicable to the numerator of $\sqrt{k} \mathrm{sn} n u$ when $n$ is an odd number. But the form is not in other cases the most convenient one; for instance as regards the numerators of $\sqrt{\frac{\bar{k}}{k^{k}}} \mathrm{cn} u, \frac{1}{\sqrt{k^{\vec{h}}}} \mathrm{dn} u$, these do not thus become rational in regard to $a$, and it would be better to have $k$ as a variable in place of $\alpha$; and in the case where the numerator contains as a factor an irrational function en $u, \operatorname{dn} u$ or $\operatorname{cn} u \operatorname{dn} u$ of $\operatorname{sn} u$, it is proper instead of $z$ to consider $z$ divided by such irrational factor, that is the other factor, rational in regard to ${ }^{\mathrm{sn}} u$. But making the suitable modifications the formula is for multiplication a very convenient one: viz, we can by means of it actually determine the numerator- and denominatorfunctions.
309. But for transformation the formula is practically useless; for observe that $\lambda$ is therein regarded as a function of $k$, that is of $\alpha$; viz. the modular equation must be taken to be known. Supposing that it is known, we cannot even then determine by means of it the numerator- and denominator-functions; for in seeking a solution by the method of indeterminate coefficients the coefficients of the several powers of $x$ would be functions of ( $u, v$ ) not only unknown, but in form indeterminate (as admitting of modification by means of the modular equation):-and even when the actual expression of $z$ as a function of $(x, u, v)$ is known, as of course it is for the cubic, quintic, \&c. transformations, it is, from the complexity of the modular equations, by no means easy to verify the formula: the process is in fact one of difficulty even in the case of the cubic transformation $n=3$. This of course in no wise diminishes the interest of the result;
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and the investigation of it being substantially identical in the two cases of transformation and multiplication, it is proper not to separate them.

## Partial Differential Equation satisfied by $\Theta u$. Art. Nos. 310 to 312.

310. It is to be shown that the function

$$
\sigma,=\Theta u,=\sqrt{\frac{2 k^{\prime} K}{\pi}} e^{-\frac{B}{K} v i+\int_{0} d u \int_{0} d u d n^{4} u}
$$

satisfies the differential equation

$$
\frac{d^{2} \sigma}{d u^{2}}-2 u\left(k^{\prime 2}-\frac{E}{K}\right) \frac{d \sigma}{d u}+2 k k^{\prime 2} \frac{d \sigma}{d k}=0
$$

We have

$$
\begin{aligned}
\frac{d \sigma}{d u} & =\left(f_{0} d u \operatorname{dn}^{2} u-\frac{E}{K^{2}} u\right) \sigma \\
& =\left\{u\left(k^{\prime 2}-\frac{E}{K}\right)+k^{2} \int_{0} d u \mathrm{cn}^{2} u\right\} \sigma \\
\frac{d^{2} \sigma}{d u^{2}} & =\left[\operatorname{dn}^{2} u-\frac{E}{\bar{K}}+\left\{u\left(k^{2}-\frac{E}{K}\right)+k^{2} \int_{0} d u \mathrm{cn}^{2} u\right\}^{2}\right] \sigma \\
\frac{d \sigma}{d k} & =\left[\frac{1}{2 \bar{K} k^{\prime}} \frac{d . K k^{\prime}}{d k^{\prime}}-\frac{1}{2} u^{2} \frac{d}{d k} \frac{E}{\bar{K}}+\int_{0} d u \int_{0} d u \frac{d}{d k^{2}} \mathrm{dn}^{2} u\right] \sigma .
\end{aligned}
$$

311. The success of the process depends on a transformation of the double integral

$$
\int_{0} d u \int_{0} d u \frac{d}{d k} \operatorname{dn}^{2} u
$$

We have, see No. 128,

$$
\frac{d}{d k} \operatorname{dn} u=\frac{k^{3}}{k^{\prime 2}} \operatorname{sn} u \operatorname{cn} u \int_{6} \operatorname{cn}^{2} u d u-\frac{k}{k^{\prime 2}} \operatorname{sn}^{2} u \operatorname{dn} u
$$

whence

$$
\begin{aligned}
\frac{d}{d k} \operatorname{dn}^{2} u & =-\frac{2 k}{k^{\prime 2}}\left\{\operatorname{sn}^{2} u \operatorname{dn}^{2} u-k^{2} \operatorname{sn} u \operatorname{cn} u \operatorname{dn} u \int_{0} d u \operatorname{cn}^{2} u\right\}, \\
& =-\frac{2 k}{k^{\prime 2}}\left\{\operatorname{sn}^{2} u \operatorname{dn}^{2} u+\frac{1}{2} k^{2}\left(\frac{d}{d u} \mathrm{cn}^{2} u\right) \int_{0} d u \mathrm{cn}^{2} u\right\},
\end{aligned}
$$
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$$
\begin{aligned}
\int_{0} d u \int_{0} d u \frac{d}{d k} \mathrm{dn}^{2} u= & -\frac{2 k}{k^{\prime 2}}\left\{\int_{0} d u \int_{0} d u \operatorname{sn}^{2} u \mathrm{dn}^{2} u\right. \\
& \left.+\frac{1}{2} k^{2} \int_{0} d u\left(\operatorname{cn}^{2} u \int_{0} d u \mathrm{cn}^{2} u-\int_{0} d u \mathrm{cn}^{4} u\right)\right\}, \\
= & -\frac{k}{k^{\prime 2}}\left\{\int_{0} d u \int_{0} d u\left(2 \operatorname{sn}^{2} u \operatorname{dn}^{8} u-k^{2} \mathrm{cn}^{4} u\right)\right. \\
& \left.+\frac{1}{2} k^{2}\left(\int_{0} d u \mathrm{cn}^{2} u\right)^{3}\right\}
\end{aligned}
$$

But we have

$$
\begin{aligned}
\frac{d^{2}}{d u^{u^{2}}} \mathrm{sn}^{2} u & =2\left(\mathrm{cn}^{2} u \mathrm{dn}^{2} u-\mathrm{sn}^{2} u \mathrm{dn}^{2} u-k^{2} \operatorname{sn}^{2} u \mathrm{cn}^{2} u\right), \\
& =2\left(k^{2}-2 \mathrm{sn}^{2} u \mathrm{dn}^{2} u+k^{2} \mathrm{cn}^{4} u\right)
\end{aligned}
$$

or multiplying by $d u^{2}$ and integrating twice

$$
\operatorname{sn}^{2} u=k^{\prime 2} u^{2}-2 \int_{0} d u \int_{0} d u\left(2 \operatorname{sn}^{2} u \operatorname{dn}^{2} u-k^{3} \mathrm{cn}^{4} u\right),
$$

whence at length

$$
\int_{0} d u \int_{0} d u \frac{d}{d k} \operatorname{dn}^{2} u=-\frac{1}{2} k u^{2}+\frac{1}{2} \frac{k}{k^{\prime 3}} \operatorname{sn}^{2} u-\frac{k^{3}}{2 k^{\prime 2}}\left(\int_{0} d u \mathrm{cn}^{2} u\right)^{2},
$$

the required value of the integral.
312. Resuming the investigation, we have

$$
\frac{d}{d k} K k^{\prime}=\frac{E-K}{k k^{\prime}}, \quad \frac{d}{d k} \frac{E}{K}=\frac{1}{k k^{\prime \prime}}\left\{k^{2}\left(\frac{2 E}{K}-1\right)-\frac{E^{2}}{K^{\prime}}\right\},
$$

and hence

$$
\frac{d \sigma}{d k}=\frac{1}{2 k k^{2}}\left\{\frac{E}{K}-\mathrm{dn}^{2} u+\left(k^{\prime 2}-\frac{E}{K}\right)^{2} u^{2}-k^{4}\left(\int_{0} d u \mathrm{cn}^{2} u\right)^{2}\right\} \sigma .
$$

Substituting the foregoing valucs of $\frac{d^{2} \sigma}{d u^{2}}, \frac{d \sigma}{d u}, \frac{d \sigma}{d k}$ in the differential equation, the several terms destroy each other, and we thus have the equation in question.
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Same Equation satisfied by $I \prime u, \Theta(u+K), H(u+K)$.
Art. Nos. 313, 314.
313. The equation

$$
\frac{d^{2} \sigma}{d u^{2}}-2 u\left(k^{\prime 4}-\frac{E}{K}\right) \frac{d \sigma}{d u}+2 k k^{2} \frac{d \sigma}{d k}=0
$$

is satisfied by $\sigma=\Theta u$; write for a moment $u+i K^{\prime}=v$, then the equation

$$
\frac{d^{2} \sigma_{2}}{d v^{2}}-2 v\left(k^{\prime 2}-\frac{E}{K}\right) \frac{d \sigma_{1}}{d v}+2 k k^{\prime 2} \frac{d \sigma_{2}}{d k}=0
$$

is satisfied by $\sigma_{1}=\Theta v,=\Theta\left(u+i K^{\prime}\right)$; and transforming to the variable $u$, we have

$$
\frac{d \sigma_{1}}{d u}=\frac{d \sigma_{3}}{d v}, \frac{d^{2} \sigma_{1}}{d u^{2}}=\frac{d^{2} \sigma}{d v^{2}}, \quad \frac{d \sigma_{1}}{d k}=\frac{d \sigma_{1}}{d k}+\frac{d \sigma_{1}}{d v} \frac{d v}{d k}
$$

that is

$$
\frac{d \sigma_{1}}{d v}=\frac{d \sigma_{1}}{d u}, \frac{d^{2} \sigma_{1}}{d v^{2}}=\frac{d^{2} \sigma_{1}}{d u^{2}}, \frac{d \sigma_{1}}{d k}=\frac{d \sigma_{1}}{d k}-\frac{d \sigma_{1}}{d v} \frac{i d K^{\prime}}{d k}
$$

whence the equation is
$\frac{d^{2} \sigma_{1}}{d u^{2}}-\left[2\left(u+i K^{\prime}\right)\left(k^{\prime 2}-\frac{E}{K}\right)+2 k k^{\prime 2} \frac{i d K^{\prime}}{d k}\right] \frac{d \sigma_{1}}{d u}+2 k k^{\prime 2} \frac{d \sigma_{2}}{d k}=0$, which is at once reduced to

$$
\frac{d^{2} \sigma_{3}}{d u^{2}}-\left[2 u\left(k^{\prime 2}-\frac{E}{\bar{K}}\right)-\frac{\pi i}{\bar{K}}\right] \frac{d \sigma_{1}}{d u}+2 k \cdot k^{\prime 3} \frac{d \sigma_{i}}{d k}=0
$$

It is easy to show that this equation is satisfied by $\sigma_{1}=e^{\frac{\pi(2 i v-K)}{4 K}}$, $=Q$ suppose.

Hence, assuming $\sigma_{1}=Q \sigma$, we find

$$
\frac{d^{2} \sigma}{d u^{2}}+\left[\frac{2}{Q} \frac{d Q}{d u}-2 u\left(k^{\prime 2}-\frac{E}{K}\right)+\frac{\pi i}{K}\right] \frac{d \sigma}{d u}+2 k k^{2} \frac{d \sigma}{d k}=0 ;
$$

or observing that $\frac{2}{Q} \frac{d Q}{d u}=-\frac{i \pi}{K}$, this is the original equation in $\sigma$ : hence this equation is satisfied by

$$
\sigma=-i e^{\frac{\pi(2 i u-K)}{L K}} \otimes\left(u+i K^{\prime}\right)
$$

that is by $\sigma=I I u$.
314. Write for a moment $u+K=v$, the equation

$$
\frac{d^{2} \sigma_{3}}{d v^{2}}-2 v\left(k^{\prime 2}-\frac{E}{h}\right) \frac{d \sigma_{3}}{d v}+2 k k^{2} \frac{d \sigma_{1}}{d k}=0
$$

is satisfied by $\sigma_{1}=\Theta v$ or $H v$, that is $=\Theta(u+K)$ or $\Pi(u+K)$. But transforming to the new variable $u$, we have

$$
\frac{d \sigma_{1}}{d u}=\frac{d \sigma_{1}}{d v}, \frac{d^{2} \sigma_{1}}{d u^{2}}=\frac{d^{2} \sigma_{1}}{d v^{2}}, \frac{d \sigma_{1}}{d k}=\frac{d \sigma_{1}}{d k}+\frac{d \sigma_{1}}{d v} \frac{d v}{d k},
$$

that is

$$
\begin{aligned}
\frac{d \sigma_{2}}{d v}=\frac{d \sigma_{1}}{d u}, \frac{d^{2} \sigma_{2}}{d v^{2}}=\frac{d^{2} \sigma}{d u^{4}}, \frac{d \sigma_{2}}{d k} & =\frac{d \sigma_{1}}{d k}-\frac{d \sigma_{1}}{d u} \frac{d K}{d k} \\
& =\frac{d \sigma_{1}}{d k}+\frac{K}{k k^{n}}\left(k^{\prime 4}-\frac{E}{K}\right) \frac{d \sigma_{3}}{d u}
\end{aligned}
$$

as the values to be substituted in the differential equation: viz. this becomes
$\frac{d^{2} \sigma_{1}}{d u^{2}}-\left\{2\left(u+K^{\prime}\right)\left(k^{\prime 2}-\frac{E}{K}\right)-2 K\left(k^{\prime 2}-\frac{E}{K}\right)\right\} \frac{d \sigma_{1}}{d u}+2 k k^{2} \frac{d \sigma_{1}}{d k}=0$, the original equation with $\sigma_{1}$ for $\sigma$. We thus see that the equation in $\sigma$ is satisfied not only by the values $\Theta u, H u$, but also by the values $\Theta(u+K), H(u+K)$, or, what is the same thing, by the denominator ( $\Theta \boldsymbol{u}$ ) and the numerators of $\sqrt{ } k \operatorname{sn} u, \sqrt{\frac{k}{k}} \operatorname{cn} u$ and $\frac{1}{\sqrt{k}} \operatorname{dn} u$.

Differential Equation satisfied by $\Theta\left(\frac{u}{M}, \lambda\right)$, \&c. Art. Nos. 315, 316.
315. Considering now the new modulus $\lambda$ and the multiplier $M$ in the first transformation (of order $n$ ) write $v=\frac{u}{M}$, and consider the equation

$$
\frac{d^{2} \sigma_{1}}{d v^{2}}-2 v\left(\lambda^{\prime 2}-\frac{G}{\Lambda}\right) \frac{d \sigma_{1}}{d v}-2 \lambda \lambda^{2} \frac{d \sigma_{2}}{d \lambda}=0
$$

( $G=E_{2}(\lambda)$, the same function of $\lambda$ that $E$ is of $k$ ) satisfied of course by

$$
\sigma_{1}=\Theta(v, \lambda), \quad H(v, \lambda), \quad \Theta(v+\Lambda, \lambda), \quad I I(v+\Lambda, \lambda)
$$
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Transforming to the new variables $u, k$, we have

$$
\frac{d \sigma_{1}}{d u}=\frac{1}{M} \frac{d \sigma_{1}}{d v}, \frac{d^{2} \sigma_{1}}{d u^{2}}=\frac{1}{M^{2}} \frac{d^{2} \sigma_{1}}{d v^{2}}, \frac{d \sigma_{1}}{d k}=-\frac{u}{M^{2}} \frac{d M}{d k} \frac{d \sigma_{1}}{d v}+\frac{d \sigma_{3}}{d \lambda} \frac{d \lambda}{d k},
$$

and thence

$$
\begin{aligned}
\frac{d \sigma_{1}}{d v}=M \frac{d \sigma_{1}}{d u}, \frac{d^{3} \sigma_{1}}{d v^{2}}=M^{2} \frac{d^{2} \sigma_{1}}{d u^{2}}, \frac{d \sigma_{1}}{d \lambda} & =\left(\frac{d \sigma_{2}}{d k}+\frac{u}{M} \frac{d M}{d k} \frac{d \sigma_{1}}{d u}\right) \frac{d k}{d \lambda} \\
& =\frac{d \sigma_{1}}{d k} \frac{d k}{d \lambda}+\frac{u}{M} \frac{d M}{d \lambda} \frac{d \sigma_{1}}{d u}
\end{aligned}
$$

and the equation thus becomes

$$
\frac{d^{2} \sigma_{1}}{d u^{2}}-\frac{2 u}{M^{2}}\left\{\left(\lambda^{\prime 2}-\frac{G}{\Lambda}\right)-\frac{\lambda \lambda^{\prime \prime}}{M} \frac{d M}{d \lambda}\right\} \frac{d \sigma_{1}}{d u}+\frac{2 \lambda \lambda^{\prime 2}}{M^{2}} \frac{d k}{d \lambda} \frac{d \sigma_{1}}{d k}=0
$$

316. We have

$$
\begin{aligned}
\frac{1}{M^{2}}\left\{\left(\lambda^{\prime 2}-\frac{G}{\Lambda}\right)-\frac{\lambda \lambda^{\prime 2}}{M} \frac{d M}{d \lambda}\right\} & =n\left(k^{\prime 2}-\frac{E}{K}\right), \\
& =n k k^{\prime 2}
\end{aligned}
$$

and the equation thus is

$$
\frac{d^{2} \sigma_{1}}{d u^{2}}-2 n u\left(k^{2}-\frac{E}{K}\right) \frac{d \sigma_{1}}{d u}+2 n k k^{n} \frac{d \sigma_{1}}{d k^{1}}=0 .
$$

Hence, writing $\sigma$ for $\sigma_{1}$, the equation

$$
\frac{d^{2} \sigma}{d u^{i}}-2 n u\left(k^{2}-\frac{E}{K}\right) \frac{d \sigma}{d u}+2 n k k^{\prime 2} \frac{d \sigma}{d k}=0
$$

is satisfied by

$$
\sigma=\Theta\left(\frac{u}{M}, \lambda\right), M\left(\frac{u}{M}, \lambda\right), \Theta\left(\frac{u}{M}+\Lambda, \lambda\right), M\left(\frac{u}{M}+\Lambda, \lambda\right) .
$$

New form of the two Differential Equations.

$$
\text { Art. Nos. } 317,318 .
$$

317. The connexion of the two equations

$$
\frac{d^{2} \sigma}{d u^{2}}-2 u\left(k^{2}-\frac{E}{K}\right) \frac{d \sigma}{d u}+2 k k^{\prime 2} \frac{d \sigma}{d k}=0,
$$

and

$$
\frac{d^{2} \sigma}{d u^{2}}-2 n u\left(k^{2}-\frac{E}{K}\right) \frac{d \sigma}{d u}+2 n k k^{2} \frac{d \sigma}{d k}=0,
$$

may be established in a different manner thus: writing in the first equation

$$
\omega=\frac{\pi K^{\prime}}{K}, \quad v=\frac{\pi u}{2 K},
$$

then observing that

$$
\frac{d}{d k} \frac{K^{\prime}}{K}=\frac{1}{K^{2} k k^{\prime 2}}\left(K K^{\prime}-K E^{\prime}-K^{\prime} E\right),=-\frac{\pi}{2 K^{3} k k^{2}},
$$

we have

$$
\begin{aligned}
& \frac{d \sigma}{d u}=\frac{\pi}{2 K} \frac{d \sigma}{d v}, \frac{d^{2} \sigma}{d u^{2}}=\frac{\pi^{2}}{4 K^{2}} \frac{d^{2} \sigma}{d v^{2}}, \\
& \frac{d \sigma}{d k^{2}}=\frac{v}{k k^{2}}\left(k^{2}-\frac{E}{K}\right) \frac{d \sigma}{d v}-\frac{\pi^{2}}{2 K^{2} k k^{\prime 2}} \frac{d \sigma}{d \omega},
\end{aligned}
$$

and the equation becomes

$$
\frac{d^{v} \sigma}{d v^{2}}-4 \frac{d \sigma}{d \omega}=0
$$

satisfied by $\sigma=\Theta u$, \&c.
318. Writing in the second equation

$$
\omega=\frac{n \pi K^{\prime}}{K}, \nu=\frac{n \pi u}{2 K^{\prime}},
$$

this is in like manner transformed into the same equation $\frac{d^{2} \sigma}{d \nu^{2}}-4 \frac{d \sigma}{d \omega}=0$. Hence whatever function of $\frac{u}{K}$ and $\frac{K^{\prime}}{K}$ satisfies the first equation, the same function of $\frac{n u}{K}$ and $\frac{n K^{\prime}}{K^{\prime}}$ satisfies the second equation. Let $\lambda$ be the modulus in the first transformation of the $n^{\text {th }}$ order, and $\Lambda, \Lambda^{\prime}$ the complete functions, $\frac{\Lambda^{\prime}}{\Lambda}=\frac{n K^{\prime}}{K}$ and $\Lambda=\frac{K}{n M}$, that is $\frac{n K^{\prime}}{K}=\frac{\Lambda^{\prime}}{\Lambda}$ and $\frac{n u}{K}=\frac{u}{M}$; or the second equation is satisfied by the same function of $\frac{u}{M}, \frac{\Lambda^{\prime}}{\Lambda}$. Hence the first equation being satisfied by $\sigma=\Theta u$, \&c., the
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$$
\sigma=\Theta\left(\frac{u}{M}, \lambda\right), \& c
$$

Partial Differential Equations satisfied by the Numerators and Denominator. Art. Nos. 319 to 327.
319. Start now with the equation

$$
\frac{d^{2} \Sigma}{d u^{2}}-2 n u\left(k^{\prime s}-\frac{E}{K}\right) \frac{d \Sigma}{d u}+2 n k k^{\prime 2} \frac{d \Sigma}{d k}=0
$$

satisfied by $\Sigma=\Theta\left(\frac{u}{M}, \lambda\right)$, \&c.
And assume

$$
\Sigma=\left(\frac{1}{2} \pi\right)^{t(n-1)}\left(K k^{\prime}\right)^{-t(n-1)} \Theta^{n} u \cdot z
$$

say for shortness this is

$$
=C \Omega \sigma^{n}, z
$$

(where $\sigma$ denotes $\Theta u$ and consequently satisfies the equation

$$
\left.\frac{d^{2} \sigma}{d u^{2}}-2 u\left(k^{\prime 2}-\frac{E}{K}\right) \frac{d \sigma}{d u}+2 k k^{\prime 2} \frac{d \sigma}{d \bar{k}}=0\right)
$$

We find

$$
\begin{aligned}
& \varepsilon\left[\Omega n\left\{\sigma^{n-1} \frac{d^{2} \sigma}{d u^{2}}+(n-1) \sigma^{n-2}\left(\frac{d \sigma}{d u}\right)^{2}\right\}\right. \\
& \left.-2 n u\left(k^{\prime 2}-\frac{E}{K}\right) \Omega n \sigma^{n-1} \frac{d \sigma}{d u}+2 n k k^{\prime 2} \frac{d}{d k}\left(\Omega \sigma^{*}\right)\right] \\
& +\frac{d z}{d u}\left[\Omega \cdot 2 n \sigma^{n-1} \frac{d \sigma}{d u}-2 n u\left(k^{\prime 2}-\frac{E}{K}\right) \Omega \sigma^{n}\right] \\
& +\frac{d^{2} z}{d u^{2}} \Omega \sigma^{n} \\
& +\frac{d z}{d k} 2 n k k^{\prime \prime} \Omega \sigma^{n}=0,
\end{aligned}
$$

where in the coefficient of $z$ we write for $\frac{d^{2} \sigma}{d u^{2}}$ its value

234 partial differential equations for $H, \theta, \&$ c. [ix.
thereby changing this coefficient into

$$
\begin{aligned}
\Omega \sigma^{n}\left[n ( n - 1 ) \left\{\frac{1}{\sigma^{\prime}}\left(\frac{d \sigma}{d u}\right)^{2}-2 u\left(k^{2}-\frac{E}{K}\right) \frac{1}{\sigma} \frac{d \sigma}{d u}\right.\right. & \left.+2 k k^{\prime 2} \cdot \frac{1}{\sigma} \frac{d \sigma}{d k}\right\} \\
& \left.+2 n k k^{\prime 2} \cdot \frac{1}{\Omega} \frac{d \Omega}{d k}\right],
\end{aligned}
$$

or in the term $\frac{1}{\Omega} \frac{d \Omega}{d k}$ substituting for $\Omega$ its value $=\left(K k^{\prime}\right)^{-t(n-1)}$, this is

$$
\begin{aligned}
=\Omega \sigma^{*} \cdot n(n-1)\left\{\frac{1}{\sigma^{2}}\left(\frac{d \sigma}{d u}\right)^{2}-2 u\left(k^{\prime 2}\right.\right. & \left.-\frac{E}{K}\right) \frac{1}{\sigma} \frac{d \sigma}{d u} \\
& \left.+2 k k^{\prime \prime} \frac{1}{\sigma} \frac{d \sigma}{d k}-\frac{k k^{\prime}}{K^{\prime}} \frac{d}{d k}\left(K k^{\prime}\right)\right\}
\end{aligned}
$$

Hence dividing the whole equation by $\Omega \sigma^{*}$ it becomes

$$
\begin{aligned}
& \quad \frac{d^{2} z}{d u^{2}} \\
& +\frac{d z}{d u} \cdot 2 n\left\{\frac{1}{\sigma} \frac{d \sigma}{d u}-u\left(k^{\prime 2}-\frac{E}{K^{\prime}}\right)\right\} \\
& + \\
& +\quad z \cdot n(n-1)\left\{\frac{1}{\sigma^{2}}\left(\frac{d \sigma}{d u}\right)^{2}-2 u\left(k^{\prime 2}-\frac{E}{K}\right) \frac{1}{\sigma} \frac{d \sigma}{d u}\right. \\
& \left.+2 k k^{\prime 2} \frac{1}{\sigma} \frac{d \sigma}{d k}-\frac{k k^{\prime}}{K} \frac{d}{d k} K k^{\prime}\right\}
\end{aligned} \begin{aligned}
& +\frac{d z}{d k} \cdot 2 n k k^{\prime 2}=0 .
\end{aligned}
$$

320. Recurring to the investigation in regard to the func$\operatorname{tion} \sigma_{1}=\Theta u$, we have

$$
\frac{1}{\sigma} \frac{d \sigma}{d u}-u\left(k^{2}-\frac{E}{K}\right)=k^{2} \int_{0} d u \mathrm{cn}^{2} u \text {; }
$$

whence

$$
\begin{aligned}
& \frac{1}{\sigma^{2}}\left(\frac{d \sigma}{d u}\right)^{2}-2 u\left(k^{\prime 3}-\frac{E}{K}\right) \frac{1}{\sigma} \frac{d \sigma}{d u}=-u^{2}\left(k^{\prime 2}-\frac{E}{K}\right)^{2}+k^{4}\left(\int_{0} d u \mathrm{cn}^{2} u\right)^{2} . \\
& \quad \text { Also } \\
& 2 k k^{\prime 2} \frac{1}{\sigma} \frac{d \sigma}{d k}=\frac{E}{K}-\mathrm{dn}^{2} u+u^{2}\left(k^{\prime 2}-\frac{E}{K}\right)^{2}-k^{4}\left(\int_{0} d u \mathrm{cn}^{2} u\right)^{2}, \\
& -\frac{k k^{\prime}}{K} \frac{d}{d k} K k^{\prime}=1-\frac{E}{K} .
\end{aligned}
$$
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Adding these several quantities, the coefficient of $n(n-1) z$ is $1-\operatorname{dn}^{2} u$, $=h^{2} \operatorname{sn}^{2} u$; the coefficient of $\frac{d z}{d u}$ has also been found; and the equation thus becomes

$$
\frac{d^{2} z}{d u^{2}}+2 n k^{2}\left(\int_{0} \mathrm{cn}^{2} u d u\right) \frac{d z}{d u}+n(n-1) k^{2} \operatorname{sn}^{2} u . z+2 n k k^{2} \frac{d z}{d k}=0
$$

which equation is consequently satisfied by

$$
z=\left(\frac{2 k^{\prime} K}{\pi}\right)^{\frac{1}{1(n-1)}} \frac{1}{\Theta^{n}(u)} \Theta\left(\frac{u}{M}, \lambda\right), \& \mathrm{c} .
$$

321. It is to be further remarked that if we had started with

$$
\frac{d^{2} \Sigma}{d u^{2}}-2 n^{2} u\left(k^{\prime 2}-\frac{E}{K}\right) \frac{d \Sigma}{d u}+2 n^{2} k k^{2} \frac{d \Sigma}{d k}=0,
$$

which equation is obviously satisficd by $\boldsymbol{\Sigma}=\boldsymbol{\Theta}(n u), \& c_{\text {, }}$, and had then assumed

$$
\Sigma=\left(\frac{1}{2} \pi\right)^{t\left(n^{n}-1\right)}(K k)^{-1\left(n^{n}-1\right)} \Theta^{n}(u) \cdot z,
$$

we should at every step of the investigation have had $n^{2}$ in place of $n$, and should finally have arrived at the equation

$$
\begin{aligned}
\frac{d^{2} z}{d u^{2}}+2 n^{2} k^{2}\left(\int_{0} \mathrm{cn}^{2} u d u\right) \frac{d z}{d u}+n^{2}\left(n^{2}-1\right) k^{2} \mathrm{sn}^{2} u \cdot z & \\
& +2 n^{2} k k^{2} \frac{d z}{d k}=0,
\end{aligned}
$$

which equation is consequently satisfied by

$$
z=\left(\frac{2 k^{\prime} K}{\pi}\right)^{t\left(n^{2}-1\right)} \frac{1}{\Theta^{n}(u)} \Theta(n u), \& c .
$$

322. It will be convenient to include the two equations in the common form

$$
\frac{d^{2} z}{d u^{2}}+2 \nu k^{2}\left(\int_{0} \operatorname{cn}^{2} u d u\right) \frac{d z}{d u}+\nu\langle\nu-1) k^{2} \operatorname{sn}^{2} u \cdot z+2 \nu k k^{2} \frac{d z}{d k}=0,
$$

where for the transformation equation $\nu=n$, and for the multiplication equation $\nu=n^{2}$.
323. Write in this equation $x=\sqrt{k} \operatorname{sn} u$.

We have

$$
d x=\sqrt{k} \operatorname{cn} u \operatorname{dn} u d u+\Omega d k,
$$

if for a moment

$$
\begin{aligned}
\Omega & =\frac{d}{d k}(\sqrt{k} \operatorname{sn} u), \\
& =\frac{1}{2 \sqrt{k}} \operatorname{sn} u+\sqrt{k} \frac{1}{k^{2}}\left\{k \operatorname{sn} u \operatorname{cn}^{2} u-k \operatorname{cn} u \operatorname{dn} u \int_{0} \operatorname{cn}^{2} u d u\right\}, \\
& =\frac{1}{2 \sqrt{k}} \operatorname{sn} u\left(1+\frac{2 k^{2}}{k^{2}} \operatorname{cn}^{2} u\right)-\frac{k \sqrt{k}}{k^{2}} \operatorname{cn} u \operatorname{dn} u \int_{0} \operatorname{cn}^{2} u d u, \\
& =\frac{1}{2 k^{2} \sqrt{k}} \operatorname{sn} u\left(1+k^{2}-2 k^{2} \operatorname{sn}^{2} u\right)-\frac{k \sqrt{k}}{k^{\prime 2}} \operatorname{cn} u \operatorname{dn} u \int_{0} \operatorname{cn}^{2} u d u,
\end{aligned}
$$

and hence

$$
\begin{aligned}
& \frac{d z}{d u}=\sqrt{k} \operatorname{cn} u \operatorname{dn} u \frac{d z}{d x} \\
& \frac{d z}{d k}=\frac{d z}{d k}+\Omega \frac{d z}{d x}
\end{aligned}
$$

where on the right-hand side $\frac{d z}{d k}$ is the new value of this differential cocfficient, viz. that belonging to the assumption $z=a$ function of $x, k$, or (as we may express this) $z=z(x, k)$. And thence also

$$
\begin{aligned}
\frac{d^{2} z}{d u^{2}}= & k \operatorname{cn}^{2} u \operatorname{dn}^{2} u \frac{d^{2} z}{d x^{2}}+\sqrt{k} \frac{d z}{d x} \frac{d}{d u}(\operatorname{cn} u \operatorname{dn} u) \\
= & k \operatorname{cn}^{2} u \operatorname{dn}^{2} u \frac{d^{2} z}{d x^{2}} \\
& -\sqrt{k} \operatorname{sn} u\left(1+k^{2}-2 k^{2} \operatorname{sn}^{2} u\right) \frac{d z}{d x}
\end{aligned}
$$

Ix.] partial differential equations for $H, \Theta$, \&c. 237

Substituting, the equation becomes

$$
\begin{aligned}
& \frac{d^{2} z}{d x^{2}} \cdot k \operatorname{cn}^{2} u \operatorname{dn}^{2} u \\
+ & \frac{d z}{d x} \cdot-\sqrt{k} \operatorname{sn} u\left(1+k^{2}-2 k^{2} \operatorname{sn}^{2} u\right) \\
+ & \frac{d z}{d x} \cdot 2 \nu k^{2} \sqrt{k} \operatorname{cn} u \operatorname{dn} u \int_{0} \operatorname{cn}^{2} u d u \\
+ & z \cdot \nu(\nu-1) k^{2} \operatorname{sn}^{2} u \\
+ & \frac{d z}{d x}\left\{\nu \sqrt{k} \operatorname{sn} u\left(1+k^{2}-2 k^{2} \operatorname{sn}^{2} u\right)-2 \nu k^{2} \sqrt{k} \operatorname{cn} u \operatorname{dn} u \int_{0} \operatorname{cn}^{2} u d u\right\} \\
+ & \frac{d z}{d \bar{k}} \cdot 2 \nu k k^{\prime 2}=0
\end{aligned}
$$

where the term involving the integral disappears, and two other terms combine together; viz. the result is

$$
\begin{aligned}
& \frac{d^{2} z}{d x^{2}} \cdot k \mathrm{cn}^{2} u \mathrm{dn}^{2} u \\
+ & \frac{d z}{d x}(\nu-1) \sqrt{k} \operatorname{sn} u\left(1+k^{2}-2 k^{2} \operatorname{sn}^{2} u\right) \\
+ & z \cdot \nu(\nu-1) k^{2} \operatorname{sn}^{2} u \\
+ & \frac{d z}{d \bar{k}} \cdot 2 \nu k k^{2}=0
\end{aligned}
$$

in which equation $\operatorname{sn} u$ should be replaced by its value $\frac{x}{\sqrt{k}}$. Introducing at the same time in place of $k$ the quantity $\alpha,=k+\frac{1}{k}$, the equation becomes

$$
\begin{aligned}
&\left(1-\alpha x^{2}+x^{4}\right) \frac{d^{2} z}{d x^{2}}+(\nu-1)\left(a x-2 x^{2}\right) \frac{d z}{d x} \\
&+\nu(\nu-1) x^{2} z-2 \nu\left(a^{2}-4\right) \frac{d z}{d x}=0
\end{aligned}
$$

where I recall that the variables are $x=\sqrt{k}$ sn $u$ and $a=k+\frac{1}{k}$.

The equation is satisfied by the numerators and the denominator of $\sqrt{\lambda} \operatorname{sn}\left(\frac{u}{M}, \lambda\right), \sqrt{\frac{\lambda}{\lambda^{\prime}}} \operatorname{cn}\left(\frac{u}{M}, \lambda\right), \frac{1}{\sqrt{\lambda^{\prime}}} \operatorname{dn}\left(\frac{u}{M}, \lambda\right)$ in the transformation of the order $n$, or ( $\nu=n^{\nu}$ ) by the numerators and denominator of $\sqrt{k} \operatorname{sn} n u, \sqrt{\frac{\bar{k}}{}}$ cn $n u, \frac{1}{\sqrt{k^{\prime}}} \operatorname{dn} n u$.
324. As already remarked, the formula is not practically useful in the transformation-theory, but it is so for multiplication. As regards this last theory it has been observed that although with respect to the denominator-function, and the numerator of $\mathrm{sn} n u$ when $n$ is an odd number, there is great elegance in taking as above the variable to be $\sqrt{k} \mathrm{sn} u$, and in introducing $a$ in place of $k$, yet that for the other functions, this is not the case, and it seems better to have as the variables $\xi_{1}=\operatorname{sn} u$, and $k$. The transformation is of course easily effected, viz. writing $\xi=\frac{x}{\sqrt{k}}$, we find

$$
\begin{aligned}
& \frac{d z}{d x}=\frac{1}{\sqrt{k}} \frac{d z}{d \xi} \\
& \frac{d z}{d k}=\frac{d z}{d k}-\frac{\xi}{2 k} \frac{d z}{d \xi}
\end{aligned}
$$

where on the right-hand side $\frac{d z}{d k}$ is the value belonging to the assumption $z=z(\xi, k)$. Hence also $\frac{d^{2} z}{d x^{2}}=\frac{1}{k} \frac{d^{2} z}{d \xi^{2}}$, and the equation, finally restoring therein $x$ in place of $\xi$, becomes

$$
\begin{aligned}
\frac{d^{2} z}{d x^{2}}\left(1-x^{2} \cdot 1-k^{2} x^{2}\right)+ & \frac{d z}{d x}\left[\left(2 \nu k^{2}-1-k^{2}\right) x-2(\nu-1) k^{2} x^{8}\right] \\
& +z \cdot \nu(\nu-1) k^{2} x^{2}+2 \nu k\left(1-k^{2}\right) \frac{d z}{d k}=0 ;
\end{aligned}
$$

viz. $x$ is here $=\operatorname{sn} u$, and the equation is satisfied by the numerators and denominator of $\sqrt{k} \operatorname{sn} n u, \sqrt{\frac{k}{k^{\prime}}} \operatorname{cn} n u, \frac{1}{\sqrt{k^{\prime}}} \operatorname{dn} n u$.
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We may of course get rid of the exterior factors, and thus obtain a system of four equations, viz.

$$
\begin{aligned}
\frac{d^{2} z}{d x^{2}}\left(1-x^{2} \cdot 1-k^{2} x^{2}\right) & +\frac{d z}{d x}\left[\left(2 \nu k^{3}-1-k^{2}\right) x-2(\nu-1) k^{2} x^{2}\right] \\
& +z\left\{\left(\nu^{2}-\nu\right) k^{2} x^{2}+A\right\}+\frac{d z}{d k} \cdot 2 \nu k\left(1-k^{2}\right)=0 ;
\end{aligned}
$$

where $A=\nu\left(1-k^{2}\right)$, equation satisfied by numerator of $\mathrm{sn} n u$,

$$
\begin{array}{llllcc}
A=\nu & , & n & n & n & \operatorname{cn} n u \\
A=\nu h^{2} & , & n & n & n & \operatorname{dn} n u \\
A=0 & , & " & & n & \text { denom. of each function. }
\end{array}
$$

325. For instance $n=2, \nu=4$, the equations are

$$
\begin{aligned}
& \frac{d^{2} z}{d x^{2}}\left(1-x^{2} \cdot 1-k^{2} x^{2}\right)+\frac{d z}{d x}\left\{\left(7 k^{2}-1\right) x-6 k^{2} x^{3}\right\} \\
& +\quad+z\left\{\begin{array}{c}
4\left(1-k^{2}\right) \\
\left.12 k^{2} x^{2}+\begin{array}{l}
4 \\
4 k^{2}
\end{array},\right\}+\frac{d z}{d k} \cdot 8 k\left(1-k^{2}\right)=0 \\
0
\end{array},\right.
\end{aligned}
$$

satisfied by

$$
\begin{aligned}
z & =x \sqrt{1-x^{2} \cdot 1-k^{2} x^{2}} \\
& =1-2 x^{2}+k^{2} x^{4} \\
& =1-2 k^{2} x^{2}+k^{2} x^{4} \\
& =1 \quad-k^{2} x^{4}, \text { respectively. }
\end{aligned}
$$

As to the first equation, observe that writing for the moment $X=\left(1-x^{2} .1-k^{2} x^{2}\right)$, we have $z=x \sqrt{\bar{X}}$, and thence

$$
\begin{aligned}
\frac{d z}{d x} & =\frac{1-2\left(1+k^{2}\right) x^{2}+3 k^{4} x^{4}}{\sqrt{X}} \\
\frac{d^{2} z}{d x^{2}} & =\frac{1}{X \sqrt{X}}\left\{\left(-3-3 k^{3}\right) x+\left(2+14 k^{3}+2 k^{4}\right) x^{3}+\left(-9 k^{2}-9 k^{4}\right) x^{5}+6 k^{4} x^{7}\right\} \\
\frac{d z}{d \bar{k}} & =\frac{1}{\sqrt{X}}\left(-k \cdot x^{2}+k x^{4}\right)
\end{aligned}
$$
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Hence the first term $X \frac{d^{\top} z}{d z}$ contains in the denominator, like the other terms, $\sqrt{X}$ only, and omitting

$$
\begin{aligned}
& \text { y y y } \\
& \text { जै } \\
& \text { जै }
\end{aligned}
$$ Hence the first term $X \frac{d^{2} z}{d x^{2}}$ this denominator the equation is

|  | $x^{1}$ | $x^{3}$ | $x^{8}$ | $x^{7}$ |
| :---: | :---: | :---: | :---: | :---: |
| first term $=\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . \ldots$ | $\overbrace{-3-3{ }^{2}}$, | $2+14 k^{2}+2 k^{4}$, | $-9 k^{2}-9 k^{4}$ | $+6 k^{4}$ |
| $\left(-1+7 k^{4}\right) x-6 k^{3} x^{4} \cdot 1-2\left(1+k^{3}\right) x^{4}+3 k^{3} x^{4}$ | $-1+7 k^{2}$, | $2-18 k^{\prime}-14 k^{4}$, | $9 k^{2}+33 k^{4}$, | $-18 k^{4}$ |
| $4-4 k^{2}+12 k^{3} x^{2} \cdot x-\left(1+k^{2}\right) x^{3}+k^{3} x^{8}$ | $4-4 k^{2}$, | $-4+12 k^{4}+4 k^{4}$ | $-8 k^{2}-16 k^{4}$, | $+12 k^{4}$ |
| $8\left(k-k^{2}\right) \quad$ - $\quad k x^{2}+k x^{8}$ |  | $-8 k^{2}+8 k^{4}$, | $8 k^{2}-8 k^{4}$, |  |

$$
\begin{aligned}
& \text { is easier. }
\end{aligned}
$$
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$$
\begin{aligned}
& \begin{array}{l}
+h^{2} x^{4} . \\
-6 k^{2} x^{3} . \\
12 k^{2} x^{2} . \\
8\left(k-k^{3}\right) .
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \text { Fourth equation. }
\end{aligned}
$$

327. But we may further develope the system of formula. When $n$ is even the numerator of sn $n u$ contains the factor $\sqrt{1-x^{2} .1-k^{2} x^{i}}$; and when $n$ is odd the numerator of $\operatorname{cn} n u$ contains the factor $\sqrt{1-x^{2}}$, and that of $\mathrm{dn} n u$ the factor $\sqrt{1-k^{2} x^{2}}$ : and we may in the several cases find the differential equation satisfied by the other, or rational, factor. There is no diffieulty in the investigation: the results are, $n$ even,

$$
\begin{aligned}
& \frac{d^{2} z}{d x^{2}}\left(1-x^{2} \cdot 1-k^{2} x^{2}\right)+\frac{d z}{d x}\left\{\left(-3+(2 \nu-3) k^{2}\right) x+(-2 \nu+6) k^{2} x^{2}\right\} \\
& \quad+z\left\{(\nu-1)-(\nu+1) k^{2}+(\nu-2)(\nu-3) k^{2} x^{2}\right\}+2 \nu\left(k-k^{3}\right) \frac{d z}{d k}=0,
\end{aligned}
$$

satisfied by numerator of $\mathrm{sn} n u$ omitting tho factor $\sqrt{1-x^{2}} \cdot 1-h^{2} x^{2}$ : for example, $n=2(\nu=4)$ the equation is

$$
\begin{aligned}
\frac{d^{2} z}{d x^{2}}\left(1-x^{2} .1-k^{2} x^{2}\right)+ & \frac{d z}{d x}\left\{\left(5 k^{2}-3\right) x-2 k^{2} x^{3}\right\} \\
& +z\left\{\left(3-5 k^{2}\right)+2 k^{2} x^{2}\right\}+8\left(k-k^{3}\right) \frac{d z}{d k}=0,
\end{aligned}
$$

satisfied by $z=x$ :
and, $n$ odd,

$$
\begin{array}{r}
\frac{d^{2} z}{d x^{2}}\left(1-x^{2} \cdot 1-k^{2} x^{2}\right)+\frac{d z}{d x}\left\{\left(-3+(2 \nu-1) k^{2}\right) x+(-2 \nu+4) k^{2} x^{2}\right\} \\
+z(\nu-1)\left\{1+(\nu-2) k^{2} x^{2}\right\}+2 \nu\left(k-k^{v}\right) \frac{d z}{d k}=0,
\end{array}
$$

satisfied by numerator of $\mathrm{cn} n u$ omitting the factor $\sqrt{1-x^{z}}$; for example, $n=1(\nu=1)$ the equation is satisfied by $z=1$;

$$
\begin{array}{r}
\frac{d^{2} z}{d x^{2}}\left(1-x^{2} \cdot 1-k^{2} x^{2}\right)+\frac{d z}{d x}\left\{\left(-1+(2 \nu-3) k^{2}\right) x+(-2 \nu+4) k^{2} x^{3}\right\} \\
+z(\nu-1) k^{2}\left\{1+(\nu-2) x^{2}\right\}+2 \nu\left(k-k^{2}\right) \frac{d z}{d k}=0,
\end{array}
$$

satisfied by numerator of dn $n u$ omitting the factor $\sqrt{1-k^{2} x^{2}}$; for example, $n=1(\nu=1)$ the equation is satisfied by $z=1$.
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Verification for the Cubic Transformation. Art. Nos, 328 to 335.
328. To show how the formulæ apply to the case of transformation, suppose $n=3$; then writing
we have

$$
\begin{gathered}
x=\sqrt{k} \operatorname{sn}(u, k), y=\sqrt{\lambda} \operatorname{sn}\left(\frac{u}{M}, \lambda\right), \\
y=\frac{x\left\{\frac{v}{u^{3}}\left(v+2 u^{3}\right)+x^{2}\right\}}{1+\frac{v}{u^{2}}\left(v+2 u^{3}\right) x^{2}} .
\end{gathered}
$$

Hence multiplying numerator and denominator by a factor $A$, the denominator is

$$
=A\left\{1+\frac{v}{u^{2}}\left(v+2 u^{3}\right) x^{2}\right\} ;
$$

writing $x=0$, and observing that in this ease the denominator should be $=\sqrt{\frac{\lambda^{\prime} \Lambda}{k^{\prime} K^{\prime}}}$, or what is the same thing $=\sqrt{\frac{\lambda^{\prime}}{k^{\prime} .3 M I}}$; we find $A=\sqrt{\frac{\lambda^{\prime}}{3 k^{\prime} M}}$, or say $A=\sqrt{{\overline{h^{\prime}}}^{\prime}}$.
329. We have

$$
\frac{\lambda^{\prime \prime}}{k^{2} M^{1}}=\frac{1-v^{8}}{1-u^{8}} \frac{\left(v+2 u^{2}\right)^{2}}{v^{2}},
$$

or observing that the modular equation may be written

$$
\left(v^{3}-u\right)\left(v+2 u^{3}\right)=u\left(v-u^{2}\right)
$$

this is

$$
\frac{\lambda^{\prime 2}}{\bar{k}^{2} \lambda L^{2}}=\frac{1-v^{8}}{1-u^{4}} \cdot \frac{u^{2}\left(v-u^{3}\right)^{2}}{v^{2}\left(v^{5}-u\right)^{2}},=\frac{\left(1+u^{2} v^{2}-2 u v^{5}\right) u^{2}\left(v-u^{2}\right)^{2}}{\left(1+u^{2} v^{2}+2 u^{8} v\right) v^{2}\left(v^{3}-u\right)^{2}} ;
$$

but from the same equation we have

$$
\begin{aligned}
& \left(1+u^{2} v^{2}-2 u v^{5}\right) u^{2}=\left(v^{3}-u\right)^{2} \\
& \left(1+u^{2} v^{2}+2 u^{8} v\right) v^{2}=\left(v+u^{5}\right)^{2}
\end{aligned}
$$

whence the fraction is $=\left(\frac{v-u^{3}}{v+u^{3}}\right)^{2}$,
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$$
\lambda_{k^{\prime} M}^{\lambda^{\prime}}=\frac{v-u^{2}}{v+u^{4}} \text {, and therefore } A=\sqrt{\frac{v-u^{3}}{v+u^{5}}} .
$$

It thus appears that we have the function

$$
z_{1}=\sqrt{\frac{v-u^{2}}{v+u^{2}}}\left\{1+\frac{v}{u^{2}}\left(v+2 u^{v}\right) x^{2}\right\},
$$

satisfying the equation

$$
6 x^{1} z+2\left(\epsilon x-2 x^{2}\right) \frac{d z}{d x}+\left(1-c x^{2}+x^{4}\right) \frac{d^{t} z}{d x^{4}}-6\left(x^{3}-4\right) \frac{d z}{d z}=0
$$

or, what is the same thing, the equation

$$
6 x^{z} z+2\left\{\left(k+\frac{1}{k}\right) x-2 x^{3}\right\} \frac{d z}{d x}+\left\{1-\left(k+\frac{1}{k}\right) x^{2}+x^{4}\right\} \frac{d^{1} z}{d x^{4}}+6 k^{\prime 2} d z=0 .
$$

Writing the foregoing value of $z$ in the form $A+B x^{2}$, the equations to be satisfied by the coefficients $A, B$ are

$$
\begin{array}{r}
B+3 k^{2} \frac{d A}{d k}=0, \\
3 A+\left(k+\frac{1}{k}\right) B+3 k^{20} \frac{d B}{d k}=0 .
\end{array}
$$

330. We have $k=u^{4}, k^{\prime 2}=1-u^{n}$, and in general, for any function $\boldsymbol{\Omega}$ of ( $u, v$ )

$$
\begin{aligned}
k^{\prime 2} \frac{d \Omega}{d k}= & \frac{1-u^{8}}{4 u^{3}}\left\{\frac{d \Omega}{d u}+\frac{d \Omega}{d v} \frac{1-v^{8}}{1-u^{4}} 2 u^{3}+v\right. \\
= & \left.\frac{1}{4 v^{3}-u}\right\}, \\
= & \frac{1-u^{2} v^{3}}{4 u^{3}\left(2 v^{3}-u\right)}\left\{\left(1-u^{3}\right)\left(2 v^{3}-u\right)^{\frac{d}{3}} \frac{d \Omega}{d u}+\left(1-v^{8}\right)\left(2 u^{3}+v\right) \frac{d \Omega}{d v}\right\}, \\
& \quad+\left(1+u^{2} v^{2}+2 u^{8} v\right)\left(2 v^{3}-u\right) \frac{d \Omega}{d u} \\
&
\end{aligned}
$$
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or if, as will be convenient, we write

$$
u^{4}=\alpha, v^{4}=\beta, u v=\theta, \text { then }
$$

$k^{\prime 2} \frac{d \Omega}{d k}=\frac{1-\theta^{2}}{4 x(2 \beta-\theta)}\left\{\left(1+2 x \theta+\theta^{2}\right)(2 \beta-\theta) u \frac{d \Omega}{d u}\right.$

$$
\left.+\left(1-2 \beta \theta+\theta^{*}\right)(2 \alpha+\theta) v \frac{d \Omega}{d v}\right\}
$$

331. In particular if $\Omega,=A,=\sqrt{\frac{v-u^{3}}{v+u^{3}}}$,
then $\quad \log A=\frac{1}{2} \log \left(v-u^{3}\right)-\frac{1}{2} \log \left(v+u^{3}\right)$,
and thence

$$
\begin{aligned}
& \frac{1}{A} \frac{d A}{d u}=\frac{-\frac{3}{2} u^{2}}{v-u^{3}}-\frac{\frac{3}{2} u^{2}}{v+u^{3}},=\frac{-3 u^{9} v}{v^{2}-u^{4}} \\
& \frac{1}{A} \frac{d A}{d v}=\frac{\frac{1}{2}}{v-u^{3}}-\frac{\frac{1}{2}}{v+u^{3}},=\frac{u^{3}}{v^{3}-u^{6}}
\end{aligned}
$$

Hence

$$
\begin{aligned}
& k^{\prime 2} \frac{d A}{d k}=\frac{1-\theta^{2}}{4 \alpha(2 \beta-\theta)} \frac{u^{3} v}{v^{2}-u^{6}}\left\{-3\left(1+2 \alpha \theta+\theta^{3}\right)(2 \beta-\theta)\right. \\
&\left.+\left(1-2 \beta \theta+\theta^{2}\right)(2 \alpha+\theta)\right\} A
\end{aligned}
$$

But $\frac{u^{3} v}{v^{2}-u^{a}}=\frac{\theta^{3}}{v^{4}-u^{a} v^{2}}=\frac{\boldsymbol{\theta}^{3}}{\beta-\alpha \theta^{a}}$, and the modular equation is $\alpha-\beta+2 \theta-2 \theta^{3}=0$; whence $\beta-a \theta^{2}=(\alpha+2 \theta)\left(1-\theta^{*}\right)$ : hence

$$
\frac{1-\theta^{2}}{4 \alpha(2 \beta-\theta)} \frac{u^{3} v}{v^{2}-u^{6}}=\frac{\theta^{3}}{4 \alpha(2 \beta-\theta)(\alpha+2 \theta)},
$$

and consequently

$$
\begin{aligned}
k^{\prime 2} \frac{d A}{d k}=\frac{\theta^{2}}{42(2 \beta-\theta)(2+2 \theta)}\{-3(1 & \left.+2 \alpha \theta+\theta^{2}\right)(2 \beta-\theta) \\
& \left.+\left(1-2 \beta \theta+\theta^{2}\right)(2 \alpha+\theta)\right\} A
\end{aligned}
$$

Also

$$
B={ }_{u^{2}}^{v}\left(v+2 u^{3}\right) A,=\frac{\theta}{\alpha}(2 x+\theta) A
$$

332. Hence the first equation to be verified is

$$
\begin{aligned}
& 4(2 x+\theta)+\frac{3 \theta^{2}}{(2 \beta-\theta)(a+2 \theta)}\left\{-3\left(1+2 \alpha \theta+\theta^{2}\right)(2 \beta-\theta)\right. \\
&\left.+\left(1-2 \beta \theta+\theta^{2}\right)(2 \alpha+\theta)\right\}=0 .
\end{aligned}
$$
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We have

$$
(2 \alpha+\theta)(2 \beta-\theta)=4 \theta^{4}-(2 \alpha-2 \beta) \theta-\theta^{2},=3 \theta^{2}
$$

by the modular equation; hence the equation is

$$
4(\alpha+2 \theta)-3\left(1+2 x \theta+\theta^{2}\right)(2 \beta-\theta)+\left(1-2 \beta \theta+\theta^{7}\right)(2 \alpha+\theta),
$$

viz. this is

$$
6 x-6 \beta+(12-16 x \beta) \theta+(8 x-8 \beta) \theta^{2}+4 \theta^{3}=0
$$

But from the modular equation $\beta=\alpha+2 \theta-2 \theta^{3}$, on suhstituting for $\beta$ this value the equation becomes

$$
\begin{gathered}
-16 x^{2} \theta-32 x \theta^{2}+32 \alpha \theta^{4}+16 \theta^{3}=0, \\
-x^{2}-2 x \theta+2 x \theta^{9}+\theta^{4}=0,
\end{gathered}
$$

viz. this is
which is in fact the equation $\theta^{4}=\alpha \beta,=\alpha\left(\alpha+2 \theta-2 \theta^{9}\right)$.
333. For the second equation, writing for convenience $B=Q A$, this is

$$
3 A+\left(k+\frac{1}{k}\right) Q A+3 k^{\prime 3} \cdot Q A\left\{\frac{1}{Q} \frac{d Q}{d k}+\frac{1}{A} \frac{d A}{d k}\right\}=0
$$

or if for the term $3 k^{2} \cdot Q \frac{d A}{d k}$ we substitute its value from the first equation, $=-Q B$, that is $=-Q^{2} A$, then throwing out the factor $A$, the equation becomes

$$
3+\left(k+\frac{1}{k}\right) Q-Q^{2}+3 k^{\prime 2} \frac{d Q}{d k^{2}}=0
$$

which should therefore be satisfied by $Q=\frac{v^{2}}{u^{2}}+2 u v$ : viz, this is

$$
\begin{array}{r}
3+\left(u^{4}+\frac{1}{u^{4}}\right) Q-Q^{2}+\frac{3\left(1-\theta^{7}\right)}{4 \wedge(2 \beta-\theta)}\left\{\left(1+2 x \theta+\theta^{7}\right)(2 \beta-\theta) u \frac{d Q}{d u}\right. \\
\left.+\left(1-2 \beta \theta+\theta^{*}\right)(2 x+\theta) v \frac{d Q}{d v}\right\}=0,
\end{array}
$$

or, what is the same thing, it is

$$
\begin{array}{r}
3+\left(u^{4}+\frac{1}{u^{4}}\right) Q-Q^{\mathrm{n}}+\frac{3\left(1-\theta^{2}\right)}{2 x(2 \beta-\theta)\left\{\left(1+2 x \theta+\theta^{7}\right)(2 \beta-\theta)\left(-\frac{\beta}{\theta^{\mathrm{a}}}+\theta\right)\right.} \\
\left.+\left(1-2 \beta \theta+\theta^{\text {a }}\right)(2 x+\theta)\left(\begin{array}{l}
\beta \\
\theta^{\mathrm{z}}
\end{array}+\theta\right)\right\}=0 .
\end{array}
$$
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We have $Q=\frac{\beta}{\theta^{4}}+2 \theta$, and then

$$
3+\left(u^{4}+\frac{1}{u^{4}}\right) Q-Q^{3}=\frac{1}{a^{2}}\left(1-\theta^{2}\right)^{2}(2 x+\theta)^{2},
$$

viz. this will be the case if

$$
3 a^{2}+\left(a^{3}+a\right)\left(\begin{array}{l}
\beta \\
\theta^{3}
\end{array}+2 \theta\right)-a^{2}\left(\frac{\beta}{\theta^{2}}+2 \theta\right)^{2}=\left(1-\theta^{2}\right)^{2}(2 x+\theta)^{2},
$$

or since $a\left(\frac{\beta}{\theta^{4}}+2 \theta\right)=\theta^{2}+2 x \theta$ it is

$$
3 \varkappa^{2}+\left(z^{2}+1\right)\left(\theta^{8}+2 x \theta\right)-\left(\theta^{2}+2 x \theta\right)^{2}=\left(1-\theta^{2}\right)^{2}(2 z+\theta)^{2}
$$

which is to be verified.
334. The equation $\theta^{4}+2 \alpha \theta^{3}-2 a \theta-a^{2}=0$ gives

$$
3 x^{2}=\left(-\theta^{9}+2 x\right)(\theta+2 a),
$$

thereby reducing the identity to

$$
-\theta^{9}+2 x+\left(2^{2}+1\right) \theta-\theta^{\theta}(2 x+\theta)=\left(1-\theta^{\theta}\right)^{7}(2 x+\theta),
$$

that is

$$
\begin{array}{rlrl} 
& \theta\left(2^{2}-\theta^{2}\right)+\left(1-\theta^{7}\right)(2 a+\theta) & =\left(1-\theta^{2}\right)^{7}(2 z+\theta), \\
\text { or } \quad a^{2}-\theta^{2} & =\left(-\theta+\theta^{3}\right)(2 x+\theta),
\end{array}
$$

viz, this is $a^{2}=-22 \theta+22 \theta^{9}+\theta^{4}$, the equation in question.
The equation is thus

$$
\begin{array}{r}
\left(1-\theta^{2}\right)(2 x+\theta)^{2}+\frac{3 \alpha}{2(2 \beta-\theta)}\left\{\left(1+2 x \theta+\theta^{2}\right)(2 \beta-\theta)\left(-\frac{\beta}{\theta^{i}}+\theta\right)\right. \\
\left.+\left(1-2 \beta \theta+\theta^{2}\right)(2 x+\theta)\left(\frac{\beta}{\theta^{2}}+\theta\right)\right\}=0,
\end{array}
$$

or multiplying by $2(2 \beta-\theta)$ and observing as before that $(2 x+\theta)(2 \beta-\theta)=3 \theta^{2}$, this is

$$
\begin{aligned}
& 2 \theta^{2}\left(1-\theta^{7}\right)(2 x+\theta)+a\left\{\left(1+2 \alpha \theta+\theta^{2}\right)(2 \beta-\theta)\left(-\frac{\beta}{\theta^{2}}+\theta\right)\right. \\
&\left.\left.+\left(1-2 \beta \theta+\theta^{7}\right)(2 x+\theta)\binom{\beta}{\theta^{2}} \theta\right)\right\}=0,
\end{aligned}
$$

or, what is the same thing, it is

$$
\begin{aligned}
& 2 \theta\left(1-\theta^{2}\right)(2 x+\theta)+\left\{\left(1+2, \theta+\theta^{2}\right)(2 \beta-\theta)(\alpha-\theta)\right. \\
&\left.+\left(1-2 \beta \theta+\theta^{*}\right)(2 \alpha+\theta)(\alpha+\theta)\right\}=0 .
\end{aligned}
$$

Multiplying out, this is

$$
\left(2 \alpha^{2}+2 x \beta\right)+\theta(6 \alpha-2 \beta)+\theta^{2}(4-8 x \beta)-4 \beta \theta^{9}=0,
$$

or, what is the same thing,

$$
\alpha^{2}+3, \theta+2 \theta^{2}+\beta\left(x-\theta-4 x \theta^{3}-2 \theta^{3}\right)=0,
$$

viz. substituting for $\beta$ its value, this is

$$
a^{2}+3 z \theta+2 \theta^{2}+\left(z-\theta-4 z \theta^{3}-2 \theta^{5}\right)\left(z+2 \theta-2 \theta^{8}\right)=0
$$

or working out it is

$$
2 x^{2}+4 ; \theta-4 x^{2} \theta^{2}-12 x \theta^{3}-2 \theta^{4}+8 z \theta^{8}+4 \theta^{8}=0
$$

viz. this is

$$
\left(a^{2}+2 x \theta-2 \alpha \theta^{8}-\theta^{4}\right)\left(2-4 \theta^{4}\right)=0,
$$

which is right.
335. The foregoing differential equation, written in the form

$$
3+\left(k+\frac{1}{k}\right) Q-Q^{2}+3\left(1-k^{2}\right) \frac{d Q}{d k}=0,
$$

is further considered in my two papers "On a differential equation in the theory of Elliptic Functions," Messenger of Mathematics, vol. Iv. (1874) pp. 69 and 110, and in the last of them it is shown that the equation can be integrated generally: the process is, by the assumption

$$
Q=-3\left(1-k^{2}\right) \frac{1}{z} \frac{d z}{d k},
$$

to transform the equation into a linear equation of the second order

$$
3\left(1-k^{2}\right) \frac{d^{2} z}{d k^{2}}+\frac{1-5 k^{2} d z}{k} \frac{1}{d k}-\frac{1}{1-h^{3}} z=0 ;
$$

we have a particular solution of the original equation in $Q$, and therefore a particular solution of this equation in $z$; whence by a known method, the general solution can be ohtained.

The result is expressed in terms of a variable

$$
y_{1}=\frac{1}{\sqrt{x}} \sqrt{2+a \cdot 1+2 x}
$$

where $\alpha$ is given in terms of $k$ by the equation, ante No. 260,

$$
k^{2}=\frac{a^{2}(2+a)}{1+2 x}
$$

## CHAPTER X.

TRANSFORMATION FOR AN ODD AND IN PARTICULAR AN ODDPRIME ORDER: DEVELOPMENT OF THE THEORY BY MEANS OF THE $n$-DIVISION OF THE COMPLETE FUNCTIONS.

THE algebraical theory of the transformation has been explained: in the present Chapter it is shown how, by means of formula depending on the $n$-division of the complete functions, the prescribed algebraical conditions are satisfied; and that we thus obtain the actual expressions of the transformed functions $\operatorname{sn}\left(\frac{n}{\bar{M}}, \lambda\right), \& c$.

The general Theory. Art. Nos. 336 to 341.
336. We have $n$ an odd number; $m, m^{\prime}$ any positive integers having no common divisor which also divides $n$;

$$
\omega=\frac{m K+m^{\prime} i K^{\prime}}{n}
$$

$s$ a positive intcger extending from 1 to $\frac{1}{2}(n-1)$; and when any expression depending on $s$ is enclosed within [], this signifies that the proluct of the $\frac{1}{2}(n-1)$ terms is to be taken. The formulic for the now modulus $\lambda$ and multiplier $M$ are assumed to be

$$
\begin{aligned}
& \lambda=k^{n}[\operatorname{sn}(K-4 s \omega)]^{4} \\
& M=(-)^{\frac{f(n-1)}{(n)}[\operatorname{sn}(K-4 s \omega)]^{2} \div[\operatorname{sn} 4 s \omega]^{2}}
\end{aligned}
$$

and we then assume betwcen $y$ and $x$ a relation expressed in the several forms:

$$
\begin{aligned}
y & =\begin{array}{c}
x \\
M
\end{array}\left[1-\frac{x^{2}}{\operatorname{sn}^{2} 4 s \omega}\right] \\
1-y & =(1-x)\left[1-\frac{x}{\operatorname{sn}(K-4 s \omega)}\right]^{2} \\
1+y & =(1+x)\left[1+\frac{x}{\operatorname{sn}(K-4 s \omega)}\right]^{2} \\
1-\lambda y & =(1-k x)[1-k x \operatorname{sn}(K-4 s \omega)]^{2} \\
1+\lambda y & =(1+k x)[1+k x \operatorname{sn}(K-4 s \omega)]^{2} \\
& \text { denom. }=\left[1-k^{2} \operatorname{sn}^{2} 4 s \omega . x^{2}\right] .
\end{aligned}
$$

where
It has of course to be shown that the different expressions of $y$ as a function of $x$ are consistent with each other: but assuming that this is so, it at once follows that

$$
\frac{d y}{\sqrt{1-y^{2}} \cdot 1-\lambda^{2} y^{2}}=\frac{1}{M} \frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{3} x^{n}}},
$$

and consequently that, writing $x=\operatorname{sn}(u, k)$, we have

$$
y=\operatorname{sn}\left(\begin{array}{l}
u \\
M
\end{array}, \lambda\right) .
$$

337. We start from the equation

$$
\begin{aligned}
(1-y) \div(1+y) & =(1-x)\left[1-\frac{x}{\operatorname{sn}(K-4 s \omega)}\right]^{8} \\
& \div(1+x)\left[1+\frac{x}{\operatorname{sn}(K-4 s \omega)}\right]^{8},
\end{aligned}
$$

and show that, $\lambda$ and $M$ being assumed as above, this value of $y$ leads to the other equations of the system.

In the first place, it is clear that the assumed expression of $1-y$ gives for $y$ a value of the form
$1+y$

$$
y=\frac{x\left(1, x^{n}\right)^{\frac{3}{2}(n-1)}}{\left(1, x^{2}\right)^{\frac{3(n-1)}{4}}} ;
$$

and if we show that $y$ is $=0$ for $x= \pm \operatorname{sn} 4 t \omega$, and $=\infty$ for $x=\frac{ \pm 1}{k \operatorname{sn} 4 t \omega},\left(t\right.$ any integer from 1 to $\left.\frac{1}{2}(n-1),\right)$ then writing $s$ in place of $t$, clearly the actual value will be

$$
y=\frac{x}{C}\left[1-\frac{x^{2}}{\operatorname{sn}^{2} 4 s \omega}\right] \div\left[1-h^{2} \operatorname{sn}^{2} 4 s \omega . x^{2}\right]
$$

Moreover, if in the assumed expression of $\frac{1-y}{1+y}$ we write $x=1$, we find $y=1$ : hence the last-mentioned value of $y$ must for $x=1$ reduce itself to $y=1$; and we thus find
viz.

$$
1=\frac{1}{C}\left[1-\frac{1}{\mathrm{sn}^{2} 4 s \omega}\right] \div\left[1-k^{2} \operatorname{sn}^{2} 4 s \omega\right]
$$

$$
C=(-)^{\frac{1 / 2 n-2}{2}}[\mathrm{cn} \cdot 4 \mathrm{~s} \omega]^{2} \div[\operatorname{sn} 4 s \omega \cdot \operatorname{dn} 4 s \omega]^{2} ;
$$

or, what is the same thing,

$$
C=(-)^{\frac{1}{2}(n-1)}[\operatorname{sn}(K-4 s \omega)]^{2} \div[\operatorname{sn} 4 s \omega]^{2} ;
$$

viz. $C=M$; and the required expression of $y$ is thus shown to be true. Combining it with the assumed expression of $\begin{aligned} & 1-y \\ & 1+y\end{aligned}$, we at once obtain the required expressions of $1-y$ and $1+y$.
338. It then appears that the change of $x$ into $\frac{1}{k \cdot x}$ changes $y$ into $\frac{1}{\lambda y}$ : viz. writing $\frac{1}{k \cdot e}$ for $x$ the expression for $y$ becomes

$$
\frac{1}{M k \cdot x}\left[1-\frac{1}{k^{3} x^{9} \mathrm{sn}^{2} 4 s \omega}\right] \div\left[1-\frac{\mathrm{sn}^{2} 4 s \omega}{x^{2}}\right]
$$

viz. this is

$$
=\frac{1}{M} / k x\left[\frac{1-k^{2} \operatorname{sn}^{2} 4 s \omega \cdot x^{2}}{k^{2} x^{2} \operatorname{si}^{4} 4 s \omega}\right]\left[\frac{x^{2}}{\operatorname{sn}^{2} 4 s \omega-x^{2}}\right] ;
$$

or, what is the same thing,

$$
\left.=\frac{1}{1 / k x}\left[1-h^{2} \operatorname{sn}^{2} 4 s \omega \cdot x^{2}\right]\right] \frac{1}{\left.h^{2} \operatorname{sn}^{2} 4 s \omega\right]\left[\mathrm{sn}^{2} 4 s \omega\right]} ;
$$

or finally it is

$$
=\frac{1}{M^{2} k^{n}[\operatorname{sn} 4 s \omega]^{0}} \cdot\left[1-k^{\prime} \mathrm{sn}^{2} 4 s \omega \cdot x^{2}\right] \div \frac{x}{M}\left[1-\frac{x^{2}}{\sin ^{2} 4 s \omega}\right]
$$

viz. observing that $\lambda=M^{2} k^{n}\left[\begin{array}{lll}4 s & 4 s \omega]^{4} & \text {, }, \text {, }\end{array}\right.$
this is

$$
=\frac{1}{\lambda y} .
$$

Lastly, in the expressions for $1-y$ and $1+y$, making the above changes $x$ into $\frac{1}{k x}$ and $y$ into $\frac{1}{\lambda y}$, and combining with the value of $y$, we obtain the required expressions for $1-\lambda y$, $1+\lambda_{y}$; and the system of formule is thus completed.
339. We have to prove the subsidiary theorem, viz. that, starting with the assumed value of $\frac{1-y}{1+y}$, the values of $x$ for which $y$ becomes $=0$ and $=\infty$ respectively are as stated above. And for this purpose it is to be shown that, $x$ being taken $=\mathrm{sn} u$, the formula may be written

$$
\begin{aligned}
& 1-y=\left[1-\operatorname{sn}\left(u+4 s^{\prime} \omega\right)\right] \\
& 1+y=
\end{aligned}
$$

$s^{\prime}$ being any positive integer from 0 to $n-1$, and the []'s denoting the product of the $n-1$ terms accordingly.

For suppose this provel, then changing $u$ into $u+4 \omega$, each factor is changed into that which immediately follows it ; except only the last factor $1 \mp \operatorname{sn}(u+4(n-1) \omega)$, which is changed into $1 \mp \operatorname{sn}(u+4 n \omega)$; but, $\omega$ being as above, we have $\operatorname{sn}(u+4 n \omega)=\operatorname{sn} u$; or the last factor becomes $1 \mp \mathrm{sn} u$, viz. this is the first factor: hence the value of the product is unaltered.
340. Now for $u=0$ we have $x=0$, and therefore (from the original assumed value of $\left.\begin{array}{l}1-y \\ 1+y\end{array}\right), y=0$ : hence also $y=0$ for $u=4 \omega, 8 \omega \ldots 4(n-1) \omega$, that is for $x=\operatorname{sn} 4 \omega, s \mathrm{sn} 8 \omega, \ldots$ $\operatorname{sn} 4(n-1) \omega$ : or since in general sn $4(n-t) \omega=-\operatorname{sn} 4 t \omega$, we have $y=0$ for $x= \pm \mathrm{sn} t \omega, \pm \mathrm{sn} 8 \omega, \ldots \pm \mathrm{sn} 2(n-1) \omega$.

Similarly for $u=i K^{\prime}$ we have $x=\infty$, and therefore $y=\infty$ : hence also $y=\infty$ for $u=i K^{\prime}+4 \omega, i K^{\prime}+8 \omega \ldots i K^{\prime \prime}+4(n-1) \omega$, that is $x=\operatorname{sn}\left(i K^{\prime}+4 \omega\right), \ldots \operatorname{sn}\left(i K^{\prime}+4(n-1) \omega\right)$; or, what is the same thing, $x=\operatorname{sn}\left(i K^{\prime} \pm 4 \omega\right) \ldots \operatorname{sn}\left(i K^{\prime} \pm 2(n-1) \omega\right)$ say for $x=\operatorname{sn}\left(i K^{\prime} \pm 4 s \omega\right)$, which is $=\frac{ \pm 1}{k \operatorname{sn} 4 s \omega}$ : hence $y=0$, and $y=\infty$, respeetively for the required scries of values.
341. To prove the formula

$$
\frac{1-y}{1+y}=\left[1-\operatorname{sn}\left(u+4 s^{\prime} \omega\right)\right],
$$

we have in general
$\{1+\operatorname{sn}(u+\alpha)\}\{1+\operatorname{sn}(u-\alpha)\} \div \operatorname{en}^{2} \alpha=\left\{1+\frac{\mathrm{sn} u}{\operatorname{sn}(K-\alpha)}\right\}^{2} \quad(\div)$,
$\{1-\operatorname{sn}(u+a)\}\{1-\operatorname{sn}(u-a)\} \div \operatorname{cn}^{2} \alpha=\left\{1-\frac{\operatorname{sn} u}{\operatorname{sn}(K-a)}\right\}^{2} \quad(\div)$,
where $\quad$ denom. $=1-k^{2} \operatorname{sn}^{2} u \mathrm{sn}^{2} \alpha$.
Hence

$$
\begin{aligned}
& \{1-\operatorname{sn}(u+\alpha) \mid\{1-\operatorname{sn}(u-a)\} \\
& \{1+\operatorname{sn}(u+a)\}\{1+\operatorname{sn}(u+\alpha)\} \\
& \qquad\left\{1-\frac{\operatorname{sn} u}{\operatorname{sn}(K-\alpha)}\right\}^{2} \div\left\{1+\frac{\operatorname{sn} u}{\operatorname{sn}(K-\alpha)}\right\}^{2} .
\end{aligned}
$$

Write herein successively $\alpha=4 \omega, 8 \omega, \ldots 2(n-1) \omega$ : take on each side the product of all the terms, and multiply each side of the resulting equation by $\frac{1-\operatorname{sn} u}{1+\operatorname{sn} u}$ : then observing that

$$
\operatorname{sn}(u-4 s \omega)=\operatorname{sn}(u+4(n-s) \omega),
$$

and supposing as before that $s^{\prime}$ has every integer value from 0 to $n-1$, the equation becomes

$$
\begin{aligned}
& {\left[1-\operatorname{sn}\left(u+4 s^{\prime} \omega\right)\right] \div\left[1+\operatorname{sn}\left(u+4 s^{\prime} \omega\right)\right]} \\
& =(1-\operatorname{sn} u)\left[1-\frac{\operatorname{sn} u}{\operatorname{sn}(K-4 s \omega)}\right]^{2} \div(1+\operatorname{sn} u)\left[1+\frac{\operatorname{sn} u}{\operatorname{sn}(K-4 s \omega)}\right]^{2},
\end{aligned}
$$

viz. writing sn $u=x$, the right-hand side is $(1-y) \div(1+y)$ : and the equation in question is thus proved.

Additional Formule. Art. Nos. 342 to 347.
342. We may in addition to the foregoing formula write

$$
\begin{aligned}
\sqrt{1-y^{2}} & =\sqrt{1-x^{2}}\left[1-\frac{x^{2}}{\operatorname{sn}^{2}(K-4 s \omega)}\right] \quad(\div), \\
\sqrt{1-\lambda^{2} y^{2}} & =\sqrt{1-k^{5} x^{2}}\left[1-k^{2} x^{2} \operatorname{sn}^{2}(K-4 s \omega)\right](\div),
\end{aligned}
$$

where as before

$$
\text { denom. }=\left[1-k^{2} x^{2} \mathrm{sn}^{2} t s \omega\right] .
$$

And of course writing $x=\operatorname{sn} u$, the values of $y, \sqrt{1-y^{2}}, \sqrt{1-k^{2} y^{2}}$ are sn $\left(\frac{u}{M}, \lambda\right), \operatorname{cn}\left(\frac{u}{M}, \lambda\right), \operatorname{dn}\left(\frac{u}{M}, \lambda\right)$.
343. The expressions for $y, \sqrt{1-y^{i}}, \sqrt{1-k^{2} y^{2}}$, writing therein $x=\mathrm{sn} u$, may be transformed in the same manner as the expression for $(1-y) \div(1+y)$. We have for instance

$$
\operatorname{sn}(u+a) \operatorname{sn}(u-a)=-\operatorname{sn}^{2} a\left(1-\frac{\mathrm{sn}^{2} u}{\operatorname{sn}^{2} \alpha}\right) \div\left(1-k^{2} \operatorname{sn}^{2} a \operatorname{sn}^{2} u\right),
$$

and hence writing successively $\alpha=4 \omega, 8 \omega, \ldots 2(n-1) \omega$, and proceeding as before we find ( $s^{\prime}=0$ to $n-1$ as before, or, what is the same thing but is rather more convenient, $s^{\prime}=-\frac{1}{2}(n-1)$ to $+\frac{1}{2}(n-1)$,)

$$
y=\frac{(-)}{M}^{\frac{1}{2}(n-1)}\left[\operatorname{sn}\left(u+4 s^{\prime} \omega\right)\right] \div[\operatorname{sn} 4 s \omega]^{2},
$$

and similarly

$$
\begin{aligned}
\sqrt{1-y^{2}}= & {\left[\operatorname{cn}\left(u+4 s^{\prime} \omega\right)\right] \div[\operatorname{cn} 4 s \omega]^{2}, } \\
\sqrt{1-\lambda^{2} y^{2}}= & {\left[\operatorname{dn}\left(u+4 s^{\prime} \omega\right)\right] \div[\operatorname{dn} 4 s \omega]^{2} . }
\end{aligned}
$$

344. From the former expression of $\sqrt{1-\lambda^{2} y^{2}}$ putting therein $y=1$, we deduce a value of $\lambda^{\prime}$, which (observing that $\left.\frac{\mathrm{dn}(K-4 s \omega)}{\cdot \mathrm{dn} 4 s \omega}=\frac{k^{\prime}}{\mathrm{dn}^{2} 4 s \omega}\right)$ may be written

$$
\lambda^{\prime}=k^{\prime n} \div[\mathrm{dn} 4 s \omega]^{4},
$$

## x.]

and combining herewith the values of $\lambda, M$ we obtain various formule in regard to the new modulus and the multiplier:

$$
\begin{aligned}
& {\frac{(-)^{\frac{7}{M}}}{3^{3}(n-1)}}_{\sqrt{\bar{\lambda}}}^{k^{n}}=[\operatorname{sn} 4 s \omega]^{3}, \\
& \sqrt{\frac{\lambda k^{\prime \prime}}{\lambda^{\prime} k^{n}}}=[\mathrm{cn} 4 s \omega]^{2}, \\
& \sqrt{\overline{k^{\prime \prime}}}=[\mathrm{dn} 4 s \omega]^{2}, \\
& \sqrt{\bar{\lambda}} \overline{\bar{k}^{n}}=[\operatorname{sn}(K-4 s \omega)]^{2}, \\
& \frac{(-)^{2(n-1)}}{M} \sqrt{\frac{\lambda \lambda^{\prime} k^{\prime \prime}}{k^{n}}}=[\operatorname{cn}(K-4 s \omega)]^{2}, \\
& \sqrt{\overline{\lambda^{\prime} k^{\prime \prime}}}=[\operatorname{dn}(K-4 s \omega)]^{\prime} .
\end{aligned}
$$

345. We may now write down the system of formula

$$
\begin{aligned}
& \lambda=k^{s}[\operatorname{sn}(K-4 s \omega)]^{4}, \\
& \lambda^{\prime}=k^{\prime \prime \prime} \div[\mathrm{dn} 4 s \omega]^{i}, \\
& M=(-)^{\frac{1}{2}(n-1)}[\operatorname{sn}(K-4 s \omega)]^{2}+[\operatorname{sn} 4 s \omega]^{2}, \\
& \operatorname{sn}\left(\frac{u}{M}, \lambda\right)=\frac{\operatorname{sn} u}{M}\left[1-\frac{\mathrm{sn}^{2} u}{\mathrm{sn}^{4} 4 s \omega}\right](\Varangle) \text {, } \\
& =\sqrt{\frac{k^{n}}{\lambda}}\left[\operatorname{sn}\left(u+4 s^{\prime} \omega\right)\right], \\
& \operatorname{cn}\left(\frac{u}{M}, \lambda\right)=\operatorname{cn} u\left[1-\frac{\mathrm{sn}^{2} u}{\operatorname{sn}^{2}(K-4 s \omega)}\right](\div), \\
& =\sqrt{\frac{\lambda^{\prime} k^{n}}{\lambda k^{\prime \prime}}}\left[\operatorname{cn}\left(u+4 s^{\prime} \omega\right)\right] . \\
& \operatorname{dn}\left(\frac{u}{M}, \lambda\right)=\operatorname{dn} u\left[1-k^{2} \operatorname{sn}^{2}(K-4 s \omega) \operatorname{sn}^{2} u\right](\div), \\
& =\sqrt{\frac{\lambda^{\prime}}{k^{\prime n}}}\left[\operatorname{dn}\left(u+4 s^{\prime} \omega\right)\right],
\end{aligned}
$$

$$
\begin{aligned}
1-\operatorname{sn}\left(\begin{array}{l}
u \\
M
\end{array}, \lambda\right) & =(1-\operatorname{sn} u)\left[1-\frac{\operatorname{sn} u}{\operatorname{sn}(K-4 s \omega)}\right]^{\prime}(\div), \\
1+\operatorname{sn}\left(\frac{u}{M}, \lambda\right) & =(1+\operatorname{sn} u)\left[1+\frac{\operatorname{sn} u}{\operatorname{sn}(K-4 s \omega)}\right]^{2}(\div), \\
1-\lambda \operatorname{sn}\left(\frac{u}{M}, \lambda\right) & =(1-k \operatorname{sn} u)[1-k \operatorname{sn}(K-4 s \omega) \operatorname{sn} u]^{2}(\div), \\
1+\lambda \operatorname{sn}\left(\begin{array}{l}
u \\
M
\end{array}, \lambda\right) & =(1+k \operatorname{sn} u)[1+k \operatorname{sn}(K-4 s \omega) \operatorname{sn} u]^{2}(\div), \\
\text { Denom. } & =\left[1-k^{2} \operatorname{sn}^{2} 4 s \omega \operatorname{sn}^{2} u\right] .
\end{aligned}
$$

346. To obtain a different group of formula, observe that the equation between $y, x$ may be written

$$
x\left[x^{2}-\operatorname{sn}^{2} 4 s \omega\right]-\frac{\lambda}{k \cdot M} y\left[x^{2}-\frac{1}{k^{2} \mathrm{sn}^{2} 4 s \omega}\right]=0,
$$

which is of the form $x\left(x^{2}, 1\right)^{\frac{3(n-1)}{}}-\left(x^{2}, 1\right)^{1(n-1)}=0$, where the coefficient of the highest power $\boldsymbol{x}^{n}$ is $=1$;
and that the roots of this equation are

$$
x=\operatorname{sn} u, \operatorname{sn}(u+4 \omega) \ldots, \operatorname{sn}(u+4(n-1) \omega)
$$

whence we have the identity

$$
\begin{aligned}
x\left[x^{2}-\operatorname{sn}^{2} 4 s \omega\right]-\underset{k M}{\lambda} \operatorname{sn}\binom{u}{M^{\prime}} & {\left[x^{2}-\frac{1}{k^{2} \operatorname{sn}^{2} 4 s \omega}\right] } \\
& =\left[x-\operatorname{sn}\left(u+4 s^{\prime} \omega\right)\right]
\end{aligned}
$$

and comparing the terms in $x^{n-1}$ we have

$$
\Sigma \operatorname{sn}\left(u+4 s^{\prime} \omega\right)=\frac{\lambda}{k \cdot M} \quad \operatorname{sn}\left(\frac{u}{M}, \lambda\right)
$$

and similarly

$$
\begin{aligned}
& \Sigma \operatorname{cn}\left(u+4 s^{\prime} \omega\right)=\frac{(-)^{\mu(n-1)} \lambda}{k M} \operatorname{cn}\left(\frac{u}{M}, \lambda\right), \\
& \Sigma \mathrm{dn}\left(u+4 s^{\prime} \omega\right)=\frac{(-)^{\frac{1(n-1)}{M}}}{M} \mathrm{dn}\left(\frac{u}{M}, \lambda\right) \text {, } \\
& \Sigma \operatorname{tn}\left(u+4 s^{\prime} \omega\right)=\frac{\lambda^{\prime}}{k^{\prime} M} \quad \operatorname{tn}\left(\frac{u}{M}, \lambda\right),
\end{aligned}
$$

in all which formulx $8^{\prime}$ extends from 0 to $n-1$, or, what is the same thing, from $-\frac{1}{2}(n-1)$ to $+\frac{1}{2}(n-1)$.

In the first equation the left-hand side may be written

$$
=\operatorname{sn} u+\Sigma\{\operatorname{sn}(u+4 s \omega)+\operatorname{sn}(u-4 s \omega)\} ; \quad s=1 \text { to } \frac{1}{2}(n-1),
$$

viz. this is

$$
=\operatorname{sn} u+\Sigma \frac{2 \operatorname{cn} 4 s \omega \operatorname{dn} 4 s \omega \cdot \operatorname{sn} u}{1-k^{2} \operatorname{sn}^{2} 4 s \omega \cdot \operatorname{sn}^{2} u,}
$$

and making the like changes in the other equations we find

$$
\begin{aligned}
& \frac{\lambda}{\overline{k M}} \mathrm{sn}\left(\frac{u}{M}, \lambda\right)=\operatorname{sn} u\left\{1+2 \Sigma \frac{\mathrm{cn} 4 s \omega \mathrm{dn} 4 s \omega}{1-k^{2} \sin ^{2} 48 \omega \operatorname{sn}^{2} u}\right\}, \\
& \frac{(-)^{(n-1)} \lambda}{k M I} \operatorname{cn}\left(\frac{u}{M}, \lambda\right)=\operatorname{cn} u\left\{1+2 \Sigma \frac{\mathrm{cn} 4 s \omega}{1-k^{2} \sin ^{2} 4 s \omega \operatorname{sn}^{2} u}\right\} \text {, } \\
& \frac{(-)^{\frac{1}{2}(n-1)}}{M} \operatorname{dn}\left(\frac{u}{M}, \lambda\right)=\operatorname{dn} u\left\{1+2 \Sigma \frac{\mathrm{dn} 4 s \omega}{1-k^{2} \operatorname{sn}^{2} 4 s \omega \sin ^{2} u}\right\} \text {, } \\
& \frac{\lambda^{\prime}}{k^{\prime} M} \operatorname{tn}\left(\frac{u}{M}, \lambda\right)=\operatorname{tn} u\left\{1+2 \Sigma \frac{\operatorname{dn} 4 s \omega \mathrm{cn}^{2} u}{\operatorname{cn}^{2} 4 s \omega-\mathrm{du}^{2} 4 s \omega \operatorname{sn}^{2} u}\right\} .
\end{aligned}
$$

347. The last formula, which is of a different form from the others, depends on
$\operatorname{tn}(u+\alpha)+\operatorname{tn}(u-\alpha),=\frac{\operatorname{sn}(u+\alpha) \operatorname{cn}(u-\alpha)+\operatorname{sn}(u-\alpha) \operatorname{cn}(u+\alpha)}{\operatorname{cn}(u+\alpha) \operatorname{cn}(u-\alpha)}$,
where the numerator, $=\sin \{\operatorname{am}(u+\alpha)+\operatorname{am}(u-\alpha)\}$, is

$$
=2 \operatorname{sn} u \operatorname{cn} u \operatorname{dn} a,
$$

and the denominator is

$$
=\quad \mathrm{cn}^{2} \alpha-\mathrm{dn}^{2} \alpha \mathrm{sn}^{2} u
$$

the common denominator,

$$
=1-k^{2} \mathrm{sn}^{2} \alpha \mathrm{sn}^{2} u \text {, disappearing. }
$$

c.

The 2 $\omega$-formula. Art. Nos. 348 to 351 .
348. The above may be called $4 \omega$-formula: we may change them into $2 \omega$-formule. For this purpose obscrve that the series of valucs

$$
\operatorname{sn}(u+4 \omega), \quad \operatorname{sn}(u+8 \omega) \ldots \quad \operatorname{sn}(u+2 \overline{2 n-1}) \omega
$$

is in a different order
$=(-)^{m} \operatorname{sn}(u-2 \omega), \operatorname{sn}(u++\omega),(-)^{m} \operatorname{sn}(u-6 \omega) \ldots \pm \operatorname{sn}(u \pm \overline{n-1} \omega)$, where the last term is $\operatorname{sn}(u+\overline{n-1} \omega)$ or $(-)^{m} \operatorname{sn}(u-\overline{n-1} \omega)$, according as $n-1$ is evenly even or oddly even.

To prove this, write $4 t+2 t^{\prime}=2 n$, then

$$
u+4 t \omega-\left(u-2 t^{\prime} \omega\right)=2 n \omega,=2 m K+2 m^{\prime} i K^{\prime},
$$

whence $\operatorname{sn}(u+4 t \omega)=(-)^{m} \operatorname{sn}\left(u-2 t^{\prime} \omega\right)$. If $n-1$ be evenly even, $=4 \nu$, then giving $t$ every value from 1 to $\frac{1}{4}(n-1), 4 t$ is less than $n$, and the term is retained in its original form ; but giving $t$ the remaining values from $\frac{1}{4}(n+3)$ to $\frac{1}{2}(n-1)$, the corresponding values of $t^{\prime}$ are from 1 to $\frac{1}{2}(n-3)$, and the term $\operatorname{sn}(u+4 t \omega)$ is changed into $(-)^{m} \operatorname{sn}\left(u-2 t^{\prime} \omega\right)$. So if $n-1$ be oddly even, $=4 \nu-2$, then giving $t$ cvery value from 1 to $\frac{1}{4}(n-3), 4 t$ is less than $n$, and the term is retained in its original form; but giving $t$ the remaining values from $\frac{1}{4}(n+1)$ to $\frac{1}{2}(n-1)$ the corresponding values of $t^{\prime}$ are from 1 to $\frac{1}{2}(n-1)$, and the term $\mathrm{sn}(u+4 t \omega)$ is changed into $(-)^{m} \operatorname{sn}\left(u-2 t^{\prime} \omega\right)$. We have thus the theorem.
349. Repeating the result, and writing down the analogous results for cn and dn,

$$
\text { series } \operatorname{sn}(u+4 \omega), \operatorname{sn}(u+8 \omega) \ldots \quad \operatorname{sn}(u+2 \overline{n-1} \omega)
$$

is in a different order
$\left.\begin{array}{r}=(-)^{m} \operatorname{sn}(u-2 \omega), \operatorname{sn}(u+4 \omega),(-)^{m} \operatorname{sn}(u-6 \omega) \ldots \\ \pm \operatorname{sn}(u \pm \overline{n-1} \omega) ;\end{array}\right\}$

$$
\left.\begin{array}{cc}
\text { series } \operatorname{cn}(u+4 \omega), & \operatorname{cn}(u+8 \omega) \ldots \\
\text { cn }(u+2 \overline{n-1} \omega) \\
\text { n a different order } & \\
(-)^{m+m^{\prime}} \operatorname{cn}(u-2 \omega), \operatorname{cn}(u+4 \omega),(-)^{m+\omega^{\prime}} \operatorname{cn}(u-6 \omega) \ldots \\
& \pm \operatorname{cn}(u \pm \overline{n-1} \omega) ;
\end{array}\right\}
$$

$$
\text { series } \operatorname{dn}(u+4 \omega), \operatorname{dn}(u+8 \omega) \ldots \quad \operatorname{dn}(u+\overline{2 n-1} \omega)
$$ is in a different order

$$
\left.\begin{array}{r}
(-)^{m^{\prime}} \operatorname{dn}(u-2 \omega), \operatorname{dn}(u+4 \omega),(-)^{m^{\prime}} \operatorname{dn}\langle u-6 \omega) \ldots \\
\pm \operatorname{dn}(u \pm \overline{n-1} \omega) .
\end{array}\right\}
$$

3.30. It will be at once seen that these formule, on writing therein $u=0$, give for the series of $\mathrm{sn}, \mathrm{cn}, \mathrm{dn}$ of $4 \omega, 8 \omega, \mathcal{S} \mathrm{c}$. the several values

$$
\begin{array}{lll}
(-)^{m+1} \text { sn } 2 \omega, \operatorname{sn} 4 \omega,(-)^{m+1} \operatorname{sn} 6 \omega \ldots & \mp \operatorname{sn}(n-1) \omega, \\
(-)^{m+m^{\prime}} \text { cn } 2 \omega, \operatorname{cn} 4 \omega,(-)^{m+m^{\prime}} \operatorname{cn} 6 \omega \ldots & \pm \operatorname{cn}(n-1) \omega, \\
(-)^{m^{\prime}} \text { dn } 2 \omega, \mathrm{dn} 4 \omega,(-)^{m^{\prime}} \text { dn } 6 \omega \ldots & \pm \operatorname{dn}(n-1) \omega .
\end{array}
$$

The results are also required for $u=K$ : as to this, observe that in general

$$
\begin{aligned}
& \operatorname{sn}(K+a)=-\operatorname{sn}(-K+a)=\operatorname{sn}(K-a) ; \\
& \operatorname{cn}(K+a)=-\operatorname{cn}(-K+a)=-\operatorname{cn}(K-a) ; \\
& \operatorname{dn}(K+a)=\operatorname{dn}(-K+a)=\operatorname{dn}(K-a) .
\end{aligned}
$$

Hence we see that

$$
\left.\begin{array}{l}
\text { series } \operatorname{sn}(K+4 \omega), \operatorname{sn}(K+8 \omega) \ldots \\
\text { in a different order } \\
\left.\begin{array}{rr}
(-)^{\prime \prime} \operatorname{sn}(K+2 \omega), \operatorname{sn}(K+\overline{2 n-1} \omega) \\
& \\
& \pm \operatorname{sn}(K+\overline{n-1} \omega) ;
\end{array}\right\}
\end{array}\right\}
$$

$$
\text { series cn }(K+4 \omega), \text { cn }(K+8 \omega) \ldots \quad \operatorname{cn}(K+2 \overline{n-1} \omega)
$$ is in a different order

$$
\left.\begin{array}{rl}
(-)^{m+m^{+1}} \operatorname{cn}(K+2 \omega), \operatorname{cn}(K+4 \omega),(-)^{m+\omega^{\prime}+1} \operatorname{cn}(K+6 \omega) \ldots \\
\pm \operatorname{cn}(K+\overline{n-1} \omega) ;
\end{array}\right\}
$$

$$
\begin{aligned}
& \text { series } \mathrm{dn}(K+4 \omega), \mathrm{dn}(K+8 \omega) \ldots \quad \operatorname{dn}(K+2 n-1 \omega) \\
& \text { is in a different order } \\
& (-)^{m^{\prime}} \operatorname{dn}(K+2 \omega), \mathrm{dn}(K+4 \omega),(-)^{m^{\prime}} \operatorname{dn}\left(K^{*}+6 \omega\right) . \\
& \pm \operatorname{dn}(K+\overline{n-1} \omega) ;
\end{aligned}
$$

in each of which formule we may for $\omega$ write $-\omega$.
351. It will be observed that in the formule which contain ouly $\operatorname{sn} u, \mathrm{cn} u, \mathrm{dn} u$ (i.e. which do not contain $\operatorname{sn}\left(u+4 s^{\prime} \omega\right)$ $\& \mathrm{c}$.) and squared functions such as $\mathrm{sn}^{\mathrm{x}} 4 s \omega, \& \mathrm{c}$., the change of form is effected simply by writing $2 \omega$ instead of $4 \omega$ : in the other formulx there are signs to be changed, and it is safer to retain the $4 \omega$-formulæ, making the change of form only if and when it is required.

We have thus:

$$
\begin{aligned}
\lambda & =k^{n}[\operatorname{sn}(K-2 s \omega)]^{4}, \\
\lambda^{\prime} & =k^{\prime n} \div[\mathrm{dn} 2 s \omega]^{4}, \\
M & =[\operatorname{sn}(K-2 s \omega)]^{2} \div[\mathrm{sn} 2 s \omega]^{2}, \\
\operatorname{sn}\left(\frac{u}{M}, \lambda\right) & =\frac{\operatorname{sn} u\left[1-\frac{\mathrm{sn}^{2} u}{\operatorname{sn}^{2} 2 s \omega}\right](\div),}{\operatorname{cn}\left(\frac{u}{M}, \lambda\right)}=\operatorname{cn} u\left[1-\frac{\operatorname{sn}^{2} u}{\operatorname{sn}^{2}(K-2 s \omega)}\right] \quad(\div), \\
\operatorname{dn}\left(\frac{u}{M}, \lambda\right) & =\operatorname{dn} u\left[1-k^{3} \operatorname{sn}^{2}(K-2 s \omega) \operatorname{sn}^{9} u\right] \quad(\div), \\
\text { denom. } & =\quad\left[1-k^{s} \operatorname{sn}^{2} 2 s \omega \operatorname{sn}^{2} u\right] ;
\end{aligned}
$$

but I do not write down the other formulæ in their $2 \omega$-form.
The change from the $4 \omega$ - to the $2 \omega$-formula is, as will appear, a very essential one, and it is important to take notice of $i$.
$n$ an odd-prime; the Real Transformations, First and Second. Art. No. 352 to 359.
352. We have $\omega=\frac{m K+m^{\prime} i K^{\prime}}{n}$, where $m$ and $m^{\prime}$ are positive and negative integers having no common divisor which also divides $n$. It is convenient to take $n$ an odd-prime: there are here $n+1$ distinct transformations corresponding to $n+1$ values of $\omega$ which may be taken to be

$$
\frac{K}{n}, \frac{i K^{\prime}}{n}, \frac{K+i K^{\prime}}{n}, \frac{K+2 i K^{\prime}}{n}, \ldots \frac{K+(n-1) i K^{\prime}}{n} ;
$$

or to be

$$
\frac{K}{n}, \frac{i K^{\prime}}{n}, \frac{K+i K^{\prime}}{n}, \frac{2 K+i K^{\prime}}{n}, \ldots \frac{(n-1) K^{\prime}+i K^{\prime}}{n}
$$

or again to be

$$
\frac{K}{n}, \frac{i K^{\prime}}{n}, \frac{K \pm i K^{\prime}}{n}, \ldots \quad \frac{K_{ \pm} \frac{1}{2}^{\prime}(n-1) i K^{\prime \prime}}{n}
$$

Two of these transformations are real: the former of them corresponding to the value $\omega=\frac{K}{n}$, and called the first transformation, is a transformation to a modulus $\lambda$ which is less than $k$; the latter of them corresponding to the value $\omega=\frac{i K^{\prime}}{n}$, and called the second transformation, is a transformation to a modulus $\lambda_{1}$ which is greater than $k$.

First Transformation, $\omega=\frac{K}{n}$ (to a smaller modulus $\lambda$ ).
353. The general formulæ apply at once to this case, but it is convenient to slightly alter them by omitting the factor $(-)^{[/ n-1)}$ which presents itself in $M$. This comes to writing $(-)^{l^{i n-1}-1} y$ in place of $y$ : so that in the new formule $x=1$, in place of giving $y=1$, gives $y=(-)^{\lambda^{4 /-1 /}} 1$, or say $y= \pm 1$, the upper sign answering to an evenly even value of $n-1$ and the
lower sign to an oddly even value of $n-1$. It will be convenient to give the formulse as well in the $4 \omega$ - as in the $2 \omega$-form.

In the formule which contain $\pm$ or $\mp$ the upper sign is to be taken when $n-1$ is evenly cven, the lower sign when it is oddly cven.
354. For the conversion of $4 \omega$ - into $2 \omega$-formula, obscrve that the series

$$
\operatorname{sn}\left(u+\frac{4 K}{n}\right), \operatorname{sn}\left(u+\frac{8 K}{n}\right) \ldots \operatorname{sn}\left(u+\frac{2(n-1) K}{n}\right)
$$

is in a different order

$$
\begin{aligned}
& =-\mathrm{sn}\left(u-\frac{2 K}{n}\right), \operatorname{sn}\left(u+\frac{4 K}{n}\right),-\mathrm{sn}\left(u-\frac{6 K}{n}\right) \ldots \\
& \pm \operatorname{sn}\left(u \pm \frac{(n-1) K}{n}\right) ; \\
& \text { the series }
\end{aligned}
$$

$$
\operatorname{cn}\left(u+\frac{4 K}{n}\right), \operatorname{cn}\left(u+\frac{8 K}{n}\right) \ldots \quad \operatorname{cn}\left(u+\frac{2(n-1) K}{n}\right)
$$

is in a different order

$$
\left.\begin{array}{rl}
=-\operatorname{cn}\left(u-\frac{2 K}{n}\right), \operatorname{cn}\left(u+\frac{4 K}{n}\right),-\operatorname{cn}\left(u-\frac{6 K}{n}\right) \cdots \\
& \pm \operatorname{cn}\left(u \pm \frac{(n-1) K}{n}\right) ;
\end{array}\right\}
$$

and the series

$$
\operatorname{dn}\left(u+\frac{4 K}{n}\right), \operatorname{dn}\left(u+\frac{8 K}{n}\right) \ldots \operatorname{dn}\left(u+\frac{2(n-1) K}{n}\right)
$$

is in a different order

$$
\left.\begin{array}{rl}
=\operatorname{dn}\left(u-\frac{2 K}{n}\right), \operatorname{dn}\left(u+\frac{4 K}{n}\right), \quad \operatorname{dn}\left(u-\frac{6 K}{n}\right) \ldots \\
& \operatorname{dn}\left(u \pm \frac{(n-1) K}{n}\right)
\end{array}\right\}
$$

In all the formule $s$ has the different integer values from 1 to $\frac{1}{2}(n-1)$, and $s^{\prime}$ the different integer values from $-\frac{1}{2}(n-1)$ to $+\frac{1}{2}(n-1)$; or as regards the $4 \omega$-formulæ, we may consider $s^{\prime}$ as having the different integer values from 0 to $(n-1)$.


$1 \mp \operatorname{sn}\left(\begin{array}{l}u \\ M\end{array}\right.$,
$1 \pm \operatorname{sn}\left(\frac{u}{M}\right.$,
$1 \mp \lambda \operatorname{sn}\left(\frac{u}{M}\right.$,
$1 \pm \lambda \operatorname{sn}\left(\frac{u}{M}\right.$,
denom. same as on preceding page.



Second Transformation, $\omega=\frac{i \kappa^{\prime}}{n}$ (to a larger modulus $\lambda_{1}$ ).
356. Write in the general formulæ $\omega=\frac{i K^{\prime}}{n}$ : the formule in the first instance present themselves in an imaginary form : these are given as well in the $4 \omega$ - as in the $2 \omega$-form. For the conversion observe that the series

$$
\operatorname{sn}\left(u+\frac{4 i K^{\prime \prime}}{n}\right), \operatorname{sn}\left(u+\frac{8 i K^{\prime}}{n}\right) \ldots \operatorname{sn}\left(u+\frac{2(n-1) i K^{\prime}}{n}\right)
$$

is in a different order

$$
\begin{array}{ll}
=\operatorname{sn}\left(u-\frac{2 i K^{\prime}}{n}\right), \operatorname{sn}\left(u+\frac{4 i K^{\prime}}{n}\right), & \operatorname{sn}\left(u-\frac{6 i K^{\prime}}{n}\right) \ldots \\
& \operatorname{sn}\left(u \pm \frac{(n-1) i K^{\prime \prime}}{n}\right) ;
\end{array}
$$

the series

$$
\operatorname{en}\left(u+\frac{4 i K^{\prime \prime}}{n}\right), \operatorname{cn}\left(u+\frac{8 i K^{\prime}}{n}\right) \ldots \text { en }\left(u+\frac{2(n-1) i K^{\prime}}{n}\right)
$$

is in a different order

$$
\begin{aligned}
=-\operatorname{cn}\left(u-\frac{2 i K^{\prime}}{n}\right), \operatorname{cn}\left(u+\frac{4 i K^{\prime}}{n}\right), & -\operatorname{cn}\left(u-\frac{6 i K^{\prime}}{n}\right) \ldots \\
& \pm \operatorname{cn}\left(u \pm \frac{(n-1) i K^{\prime}}{n}\right)
\end{aligned}
$$

and the series

$$
\operatorname{dn}\left(u+\frac{4 i K^{\prime}}{n}\right), \operatorname{dn}\left(u+\frac{8 i K^{\prime}}{n}\right) \cdots \operatorname{dn}\left(u+\frac{2(n-1) i K^{\prime}}{n}\right)
$$

is in a different order

$$
\begin{aligned}
=-\operatorname{dn}\left(u-\frac{2 i K^{\prime}}{n}\right), \operatorname{dn}\left(u+\frac{4 i K^{\prime}}{n}\right), & -\operatorname{dn}\left(u-\frac{6 i K^{\prime}}{n}\right) \cdots \\
& \pm \operatorname{dn}\left(u \pm \frac{(n-1) i K^{\prime \prime}}{n}\right) .
\end{aligned}
$$

357. There is a further elange of form to be made in some of the formulæ. We have $k \operatorname{sn} v=\frac{1}{\operatorname{sn}\left(v+i K^{\prime}\right)}$, and thence

$$
-k \operatorname{sn} \frac{2 \operatorname{si} K^{\prime}}{n}=\frac{1}{\operatorname{sn}\left(i K^{\prime}-\frac{2 \operatorname{siK^{\prime }}}{n}\right)}=\frac{1}{\operatorname{sn} \frac{(n-2 s) i K^{\prime}}{n}}
$$

Putting for a moment $n-2 s=2 t-1$, we see that $s$ having the positive integer values 1 to $\frac{1}{2}(n-1), t$ has the same series of values in a reverse order; whenee finally writing $s$ instead of $t,-k \mathrm{sn} \frac{2 s i K^{\prime}}{n}$ has the same values as $\frac{1}{\operatorname{sn} \frac{(2 s-1) i R^{\prime}}{n}}$, or say
the series

$$
-k \operatorname{sn} \frac{2 i K^{\prime}}{n}, \quad-k \operatorname{sn} \frac{4 i K^{\prime}}{n}, \ldots-k \operatorname{sn} \frac{(n-1) i K^{\prime}}{n}
$$

is in the reverse order

$$
\frac{1}{\operatorname{sn} \frac{i K^{\prime}}{n}}, \quad \frac{1}{\sin \frac{3 i K^{\prime}}{n}}, \ldots \quad \frac{1}{\operatorname{sn} \frac{(n-2) i K^{\prime}}{n}}
$$

and similarly $k \operatorname{sn}\left(K-\frac{2 s i K^{\prime}}{n}\right)$ has the same values as

$$
\frac{1}{\operatorname{sn}\left(K-\frac{\left(2_{s}-1\right) i K^{\prime}}{n}\right)}
$$

We have moreover

$$
\begin{aligned}
& k \text { en } \frac{2 i K^{\prime}}{n}=i \operatorname{dn} \frac{(n-2 s) i K^{\prime}}{n} \div \operatorname{sn} \frac{(n-2 s) i K^{\prime}}{n} \\
& \operatorname{dn} \frac{2 s i K^{\prime}}{n}=\operatorname{cn} \frac{(n-2 s) i K^{\prime}}{n} \div \operatorname{sn} \frac{(n-2 s) i K^{\prime}}{n},
\end{aligned}
$$

whieh may be similarly transformed by putting therein

$$
n-2 s=2 t-1,
$$

and finally $s$ instead of $t$, as above.
In all the formule $s$ has the different integer values from 1 to $\frac{1}{2}(n-1)$, and $s^{\prime}$ the different integer values from $-\frac{1}{2}(n-1)$ to $+\frac{1}{2}(n-1)$ : or we may in the $4 \omega$-formule consider $s^{\prime}$ as having the different integer values from 0 to ( $n-1$ ).

[x.



The Second Transformation under a real form.
359. The formulx may be presented in a real form by means of the transformations,

$$
\begin{aligned}
\operatorname{sn}(i u, k) & =\frac{i \operatorname{sn}\left(u, k^{\prime}\right)}{\operatorname{cn}\left(u, k^{\prime}\right)}, \\
\operatorname{cn}(i u, k) & =\frac{1}{\operatorname{cn}\left(u, k^{\prime}\right)}, \\
\operatorname{dn}(i u, k) & =\frac{\operatorname{dn}\left(u, k^{\prime}\right)}{\operatorname{cn}\left(u, k^{\prime}\right)}, \\
\operatorname{sn}(K-i u, k) & =\frac{\operatorname{en}(i u, k)}{\operatorname{dn}(i u, k)},=\frac{1}{\operatorname{dn}\left(u, k^{\prime}\right)} .
\end{aligned}
$$

Writing for shortness $\mathrm{sn}^{\prime}, \mathrm{en}^{\prime}, \mathrm{dn}{ }^{\prime}$, to denote the funetions to the modulus $k^{\prime}$, we have for instance

$$
\begin{aligned}
\lambda_{1}= & k^{n} \div\left[\operatorname{dn}^{\prime} \frac{2 s K^{\prime \prime}}{n}\right]^{4}, \\
\lambda_{1}^{\prime}= & k^{\prime n}\left[\mathrm{sn}^{\prime}\left(K-\frac{2 s K^{\prime}}{n}\right)\right]^{\bullet}, \\
M_{1}= & {\left[\operatorname{sn}^{\prime}\left(K-\frac{2 s K^{\prime}}{n}\right)\right]^{2} \div\left[\mathrm{sn}^{\prime} \frac{2 s K^{\prime}}{n}\right]^{2}, } \\
\operatorname{sn}\left(\frac{u}{M_{1}}, \lambda_{1}\right)= & \frac{\operatorname{sn} u}{M_{1}}\left[1+\frac{\operatorname{sn}^{2} u}{\operatorname{tn}^{\prime \prime} \frac{2 s K^{\prime}}{n}}\right] \\
& \div\left[1+k^{2} \operatorname{tn}^{\prime \prime} \frac{2 s K^{\prime}}{n} \operatorname{sn}^{2} u\right], \& \mathrm{ce} \cdot
\end{aligned}
$$

but I do not think it worth while to give the entire series of equations.

Two relations of the Complete Functions.
Art. Nos. 360 and 361.
360. In the first transformation, taken in the $2 \omega$-form, (observe that this is essential)

$$
\operatorname{sn}\left(\frac{u}{M}, \lambda\right)=\frac{\operatorname{sn} u}{M}\left[1-\frac{\operatorname{sn}^{2} u}{\operatorname{sn}^{2} \frac{2 s R}{n}}\right] \quad(\div)
$$

On the left-hand side the least real and positive value for which $\operatorname{sn}\left(\frac{u}{M}, \lambda\right)$ vanishes is $M_{M}^{u}=2 \Lambda$, and on the right-hand side it is $u=\frac{2 K}{n}$ : hence we have $M \Lambda=\frac{K}{n}$ or $\frac{K}{n \cdot I}=\Lambda$.
361. In the second transformation

$$
\operatorname{sn}\left(\begin{array}{l}
u \\
M_{1}
\end{array}, \lambda_{1}\right)=\frac{\operatorname{sn} u}{M_{1}}\left[1+\frac{\operatorname{sn}^{2} u}{\operatorname{tn}^{\prime 2} \frac{2 s K^{\prime}}{n}}\right] \quad(\div) .
$$

On the left-hand side the least real and positive value for which $\operatorname{sn}\left(\frac{u}{M_{1}}, \lambda_{1}\right)$ vanishes is $\frac{u}{\bar{I}_{1}}=2 \Lambda_{1}$, and on the right-hand side (since here the only factor which can vanish is $\operatorname{sn} u$ ) it is $u=2 K$ : hence $M_{1} \Lambda_{1}=K$ or $\frac{K}{H_{1}}=\Lambda_{1}$.

Observe these equations, ${\underset{n}{n M}}_{K}^{M}=\Lambda$ and $\frac{K}{M_{1}}=\Lambda_{1}$.
The Complementary and Supplementary Transformations. Art. Nos. 362 to 367.

The first complementary transformation.
362. Start from the first transformation: this may be presented in the form

Writing herein $i u$ instead of $u$, and recollecting that

$$
\operatorname{tn}(i u, k)=i \operatorname{sn}\left(u, k^{\prime}\right)
$$

the equation becomes

$$
\begin{aligned}
\operatorname{sn}\left(\frac{u}{M}, \lambda^{\prime}\right) & =\sqrt{\frac{k^{\prime \prime n}}{\lambda^{\prime}}}\left[\operatorname{sn}\left(u-\frac{2 s^{\prime} i K}{n}, k^{\prime}\right)\right] \\
& =\sqrt{\frac{k^{\prime \prime}}{\lambda^{\prime}}} \operatorname{sn}\left(u, k^{\prime}\right)\left[\operatorname{sn}\left(u+\frac{2 s i K}{n}, k^{\prime}\right) \operatorname{sn}\left(u-\frac{2 \operatorname{siK}}{n}, k^{\prime}\right)\right], \\
& s=1 \operatorname{to} \frac{1}{2}(n-1) \\
\text { c. } & 18
\end{aligned}
$$

which is $=(-)^{\frac{1}{2}(n-1)}\left[\operatorname{sn}\left(\frac{2 s i K}{n}, k^{\prime}\right)\right]^{2} \sqrt{\frac{k^{\prime \prime}}{\lambda^{\prime}}} \operatorname{sn} u\left[1-\frac{\operatorname{sn}^{2}\left(u, k^{\prime}\right)}{\operatorname{sn}^{2}\left(\frac{2 s i K}{n}, k^{\prime}\right)}\right]$

$$
\div\left[1-k^{\prime 2} \mathrm{sn}^{2}\left(\frac{2 s i K}{n}, k^{\prime}\right) \operatorname{sn}^{2}(u, k)\right] ;
$$

or, since clearly the outside multiplier must be $=\frac{1}{M}$, this is

$$
\begin{aligned}
\operatorname{sn}\left(\frac{u}{M}, \lambda^{\prime}\right)=\frac{\operatorname{sn}\left(u, k^{\prime}\right)}{M} & {\left[1+\frac{\mathrm{sn}^{2}\left(u, k^{\prime}\right)}{\operatorname{tn}^{2}\left(\frac{2 s K}{n}, k\right)}\right] } \\
\div & {\left[1+k^{\prime 2} \operatorname{tn}^{2}\left(\frac{2 s K}{n}, k\right) \mathrm{sn}^{2}\left(u, k^{\prime}\right)\right] }
\end{aligned}
$$

This is the first complementary transformation giving $\operatorname{sn}\left(\frac{u}{M}, \lambda^{\prime}\right)$ in terms of $\operatorname{sn}\left(u, k^{\prime}\right)$. Observe that its form is analogous to the second transformation.

The second complementary transformation.
363. Start from the second transformation; this is $\operatorname{tn}\left(\frac{u}{M_{1}}, \lambda_{1}\right)=\sqrt{\overline{k^{\prime n}}} \overline{\lambda_{1}^{\prime \prime}}\left[\operatorname{tn}\left(u+\frac{2 s^{\prime} i K^{\prime}}{n}\right)\right] . \quad \begin{gathered}s^{\prime}=-\frac{1}{2}(n-1) \\ \text { to }+\frac{1}{2}(n-1) .\end{gathered}$

- The formula is $\frac{1}{M}=(-)^{t(n-n)}\left[\sin ^{\prime} \frac{2 s i K}{n}\right]^{2} \sqrt{\frac{k^{\prime \prime n}}{\bar{X}^{\prime}}}$, which of course may be verified directly: we have $\operatorname{sn}^{\prime}\left(\frac{2 s i K}{n}\right)=\frac{i \operatorname{sn} \frac{2 \Delta K}{n}}{\operatorname{cn} \frac{2 s K}{n}}$, and thence

$$
\left[\operatorname{sn}^{\prime} \frac{2 \operatorname{siK}}{n}\right]^{2}=(-)^{f(-1)} \frac{\left[\operatorname{sn} \frac{2 s K}{n}\right]^{1}}{\left[\operatorname{cn} \frac{2 s K}{n}\right]^{2}}: \text { also } \sqrt{\frac{k^{\prime \prime}}{\lambda^{\prime}}}=\left[\operatorname{dn} \frac{2 s K}{n}\right]^{2} \text {, }
$$

whence the formula becomes

$$
\frac{1}{M}=\frac{\left[\operatorname{sn} \frac{2 s K}{n}\right]^{2}}{\left[\operatorname{cn} \frac{2 s K}{n}\right]^{2}}\left[\operatorname{dn} \frac{2 s K}{n}\right]^{2},=\left[\operatorname{sn} \frac{2 s K}{n}\right]^{2} \div\left[\operatorname{sn}\left(K-\frac{2 s K}{n}\right)\right]^{2},
$$

which is right.

Writing herein iu instead of $u$, and recollecting that, as before,

$$
\operatorname{tn}(i u, k)=i \text { sn }\left(u, k^{\prime}\right),
$$

the equation becomes

$$
\begin{aligned}
& \operatorname{sn}\left(\frac{u}{M_{1}}, \lambda_{2}^{\prime}\right)=(-)^{\left(\frac{3(n-1)}{(n)}\right.} \sqrt{\frac{k^{\prime n}}{\lambda_{1}^{\prime}}}\left[\mathrm{sn}\left(u+\frac{2 s^{\prime} i K^{\prime}}{n}, k^{\prime}\right)\right] \\
& =(-)^{\frac{1(n-1)}{} \sqrt{\frac{k^{\prime \prime}}{\lambda_{1}^{\prime \prime}}} \operatorname{sn}\left(u, k^{\prime}\right), ~(u)} \\
& \times\left[\operatorname{sn}\left(u+\frac{2 s K^{\prime}}{n}, k^{\prime}\right) \operatorname{sn}\left(u-\frac{2 s K^{\prime}}{n}, k^{\prime}\right)\right], \\
& s=1 \text { to } \frac{1}{2}(n-1) \text {; } \\
& =\sqrt{\overline{k^{\prime \prime}}}\left[\operatorname{sn} \frac{2 s K^{\prime}}{n}\right]^{2} \operatorname{sn}\left(u, k^{\prime}\right)\left[1-\frac{\operatorname{sn}^{2}\left(u, k^{\prime}\right)}{\operatorname{sn}^{2}\left(\frac{2 s K^{\prime}}{n}, k^{\prime}\right)}\right] \\
& \div\left[1-k^{\prime 2} \operatorname{sn}^{2}\left(\frac{2 s K^{\prime}}{n}, k^{\prime}\right) \operatorname{sn}^{2}\left(u, k^{\prime}\right)\right] ;
\end{aligned}
$$

where the outside multiplier must be $=\frac{1}{M_{i}}$. The formula is therefore

$$
\begin{aligned}
\operatorname{sn}\left(\frac{u}{M_{1}}, \lambda_{1}^{\prime}\right)=\frac{\operatorname{sn}\left(u, k^{\prime}\right)}{M_{1}} & {\left[1-\frac{\operatorname{sn}^{2}\left(u, k^{\prime}\right)}{\operatorname{sn}^{2}\left(\frac{2 s K^{\prime}}{n}, k^{\prime}\right)}\right] } \\
& \div\left[1-k^{\prime 2} \mathrm{sn}^{2}\left(\frac{2 s K^{\prime}}{n}, k^{\prime}\right) \mathrm{sn}^{2}\left(u, k^{\prime}\right)\right]
\end{aligned}
$$

which is the second complementary transformation giving $\operatorname{sn}\binom{u}{\left.\overrightarrow{M_{1}}, \lambda_{1}^{\prime}\right)}$ in terms of $\operatorname{sn}\left(u, k^{\prime}\right)$; observe that its form is analogous to the first transformation.
364. Writing the first complementary transformation in the form

$$
\operatorname{sn}\left(\frac{u}{M}, \lambda^{\prime}\right)=\frac{\operatorname{sn}\left(u, k^{\prime}\right)}{M}\left[1+\frac{\operatorname{sn}^{2}\left(u, k^{\prime}\right)}{\operatorname{tn}^{2}\left(\frac{2 s K}{n}, k\right)}\right]
$$

and considering the least real positive value of $u$ for which the two sides respectively vanish: these are on the left-hand side
$\frac{u}{M}=2 \Lambda^{\prime}$, and on the right-hand side $u=2 K^{\prime \prime}$ : hence we have $M \Lambda^{\prime}=K^{\prime}$ or $\Lambda^{\prime}=\frac{K^{\prime}}{M}$.

Similarly from the second complementary transformation,

$$
\operatorname{sn}\left(\frac{u}{M_{1}}, \lambda_{1}^{\prime}\right)=\frac{\operatorname{sn}\left(u, k^{\prime}\right)}{M_{1}}\left[1-\frac{\operatorname{sn}^{2}\left(u, k^{\prime}\right)}{\operatorname{sn}^{2}\left(\frac{2 s K^{\prime}}{n}, k^{\prime}\right)}\right] ;
$$

the least real positive values for which the two sides vanish are $\frac{u}{M_{1}}=2 \Lambda_{1}^{\prime}$ and $u=\frac{2 K^{\prime}}{n}$, whence $M_{1} \Lambda_{1}^{\prime}=\frac{K^{\prime}}{n}$ or $\Lambda_{1}^{\prime}=\frac{K^{\prime}}{n M_{1}}$.
365. We have thus obtained the equations

$$
\Lambda^{\prime}=\frac{K^{\prime}}{M}, \quad \Lambda_{1}^{\prime}=\frac{K^{\prime}}{n \cdot M_{1}},
$$

to be taken along with the foregoing equations, No. 361,

$$
\Lambda=\frac{K}{n M} \text { and } \Lambda_{1}=\frac{K}{M_{1}}
$$

Eliminating $M$ and $M_{1}$, we obtain

$$
\frac{\Lambda^{\prime}}{\Lambda}=n \frac{K^{\prime}}{K}, \frac{K^{\prime}}{K}=n \frac{\Lambda_{1}^{\prime}}{\Lambda_{1}}:
$$

the first of which is an equation between $\lambda$ and $k$, and the second is the same equation between $k$ and $\lambda_{1}$ : and it thus appears that $\lambda$ is the same function of $k$ that $k$ is of $\lambda_{1}$. The equations show that $\lambda$ is less than $k$, and $\lambda_{1}$ greater than $k$.

The first supplementary transformation.
366. In the second transformation

$$
\operatorname{sn}\left(\frac{u}{M_{1}}, \lambda_{1}\right)=\frac{\operatorname{sn} u}{M_{1}}\left[1-\frac{\operatorname{sn}^{2} u}{\operatorname{sn}^{2} \frac{2 s i K}{n}}\right] \div\left[1-\frac{\mathrm{sn}^{2} u}{\operatorname{sn}^{2} \frac{(2 s-1) i R^{\prime}}{n}}\right],
$$

change $k$ into $\lambda$, and therefore $\lambda_{1}$ into $k$ : writing for a moment $N_{1}$ as the new value of $M_{1}$ the formula becomes

$$
\operatorname{sn}\left(\frac{u}{N_{1}}, k\right)=\frac{\operatorname{sn}(u, \lambda)}{N_{1}}\left[1-\frac{\operatorname{sn}^{2}(u, \lambda)}{\operatorname{sn}^{2}\left(\frac{2 \sin }{n}, \lambda\right)}\right]
$$

$$
\div\left[1-\frac{\operatorname{sn}^{2}(u, \lambda)}{\operatorname{sn}^{2}\left(\frac{(2 s-1) i \Lambda^{\prime}}{n}, \lambda\right)}\right]
$$

Change also $u$ into $\frac{u}{M}$; then observing that

$$
M_{1}=\frac{K}{\Lambda_{1}}, \text { and therefore } N_{1}=\frac{\Lambda}{K}=\frac{1}{n M} \text { or } n=\frac{1}{M N_{1}},
$$

the equation becomes

$$
\begin{aligned}
\operatorname{sn}(n u, k)=n M \operatorname{sn}\left(\frac{u}{M}, \lambda\right) & {\left[1-\frac{\operatorname{sn}^{2}\left(\frac{u}{M I}, \lambda\right)}{\operatorname{sn}^{2}\left(\frac{2 s i \Gamma^{\prime}}{n}, \lambda\right)}\right] } \\
& \div\left[1-\frac{\operatorname{sn}^{2}\left(\frac{u}{M}, \lambda\right)}{\operatorname{sn}^{2}\left(\frac{(2 s-1) i \Lambda}{n}, \lambda\right)}\right]
\end{aligned}
$$

which is the first supplementary transformation.
Combining herewith the first transformation,

$$
\operatorname{sn}\left(\frac{u}{M}, \lambda\right)=\frac{\operatorname{sn} u}{M}\left[1-\frac{\operatorname{sn}^{2} u}{\operatorname{sn}^{2} \frac{2 s K}{n}}\right] \div\left[1-k^{2} \operatorname{sn}^{2} \frac{2 s K}{n} \operatorname{sn}^{2} u\right],
$$

we see that the two together lead to an expression of $\mathrm{sn}(n u, k)$ in terms of $\mathrm{sD}(u, k)$.

The second supplementary transformation.
367. In the first transformation

$$
\operatorname{sn}\left(\frac{u}{M}, \lambda\right)=\frac{\operatorname{sn} u}{M}\left[1-\frac{\operatorname{sn}^{2} u}{\operatorname{sn}^{2} \frac{2 s K}{n}}\right] \div\left[1-k^{2} \operatorname{sn}^{2} \frac{2 s K}{n} \operatorname{sn}^{2} u\right],
$$

change $k$.into $\lambda_{1}$, and therefore $\lambda$ into $k$ : writing for a moment $N$ as the new value of $M$, the formula becomes

$$
\begin{aligned}
\operatorname{sn}\left(\frac{u}{N}, k\right)=\frac{\operatorname{sn}\left(u, \lambda_{1}\right)}{N} & {\left[1-\frac{\operatorname{sn}^{2}\left(u, \lambda_{1}\right)}{\operatorname{sn}^{2}\left(\frac{2_{s i}}{n}, \lambda_{1}\right)}\right] } \\
\div & {\left[1-\lambda_{1}^{2} \operatorname{sn}^{2}\left(\frac{2_{s \Lambda_{1}}}{n}, \lambda_{1}\right) \operatorname{sn}^{2}\left(u, \lambda_{1}\right)\right] ; }
\end{aligned}
$$

change also $u$ into $\frac{u}{M_{1}}$; then observing that
$M=\frac{K^{\prime}}{\Lambda^{\prime}}$, and therefore $N=\frac{\Lambda_{1}^{\prime}}{K^{\prime}},=\frac{1}{n M_{1}^{\prime}}$, that is $n=\frac{1}{M_{1} N^{\prime}}$, the equation becomes

$$
\begin{aligned}
\operatorname{sn}(n u, k)=n M_{1} \operatorname{sn}\left(\frac{u}{M_{1}}, \lambda_{1}\right) & {\left[1-\frac{\operatorname{sn}^{2}\left(\frac{u}{M_{1}}, \lambda_{1}\right)}{\operatorname{sn}^{2}\left(\frac{2 \Delta \Lambda_{1}}{n}, \lambda_{1}\right)}\right] } \\
\div & {\left[1-\lambda_{1}^{2} \operatorname{sn}^{2}\left(\frac{2 s \Lambda_{1}}{n}, \lambda_{1}\right) \operatorname{sn}^{2}\left(\frac{u}{M_{1}}, \lambda_{1}\right)\right] }
\end{aligned}
$$

which is the second supplementary transformation.
Combining herewith the second transformation,

$$
\begin{aligned}
\operatorname{sn}\left(\frac{u}{M_{1}}, \lambda_{1}\right)=\frac{\operatorname{sn}(u, k)}{M_{1}} & {\left[1-\frac{\operatorname{sn}^{2} u}{\operatorname{sn}^{2} \frac{2 s i K^{\prime}}{n}}\right] } \\
& \div\left[1-\frac{\operatorname{sn}^{2} u}{\operatorname{sn}^{2} \frac{(2 s-1) i K}{n}}\right] ;
\end{aligned}
$$

we see that the two together lead to an expression of $\operatorname{sn}(n u, k)$ in terms of $\operatorname{sn}(u, k)$.

The Multiplication-formule. Art. No. 368.
368. For the actual determination of the multiplicationformulæ, observe that the first supplementary transformation may be written in the form

$$
\operatorname{sn}(n u, k)=\sqrt{\frac{\lambda^{\prime \prime}}{k}}\left[\operatorname{sn}\left(\frac{u}{M}+\frac{2 s^{\prime} i \Lambda^{\prime}}{n}, \lambda\right)\right], \quad \begin{aligned}
& s^{\prime}=-\frac{1}{2}(n-1) \\
& \text { to }+\frac{1}{2}(n-1) ;
\end{aligned}
$$

or, what is the same thing,

$$
\operatorname{sn}(n u, k)=\sqrt{\frac{\lambda^{\prime \prime}}{k}}\left[\operatorname{sn}\left(\frac{u}{M}+\frac{2 m^{\prime} i \Lambda^{\prime}}{n}, \lambda\right)\right], \quad \begin{array}{r}
m^{\prime}=-\frac{1}{2}(n-1) \\
\text { to }+\frac{1}{2}(n-1) .
\end{array}
$$

But the first transformation gives

$$
\operatorname{sn}\left(\frac{u}{M}, \lambda\right)=(-)^{\frac{1}{2(n-1)}} \sqrt{\frac{k^{n}}{\lambda}}\left[\operatorname{sn}\left(u+\frac{2 s^{\prime} K}{n}\right)\right], \quad \begin{aligned}
& \quad \begin{array}{l}
s^{\prime}=-\frac{1}{2}(n-1) \\
\text { to }+\frac{1}{2}(n-1) ;
\end{array}
\end{aligned}
$$

or say
$\operatorname{sn}\left(\frac{u}{M}, \lambda\right)=(-)^{\frac{1}{2}(n-1)} \sqrt{\frac{k^{n}}{\lambda}}\left[\operatorname{sn}\left(u+\frac{2 m K}{n}\right)\right], \quad \begin{gathered}m=-\frac{1}{2}(n-1) \\ \text { to }+\frac{1}{2}(n-1) ;\end{gathered}$
and writing herein $u+\frac{2 m^{\prime} i K^{\prime}}{n}$ for $u, \frac{u}{M!}$ becomes

$$
\frac{u}{M}+\frac{2 m^{\prime} i K^{\prime}}{n M^{-}},=\frac{u}{M}+\frac{2 m^{\prime} i \Lambda^{\prime}}{n},
$$

and the formula is
$(-)^{d^{(n-1)}} \operatorname{sn}\left(\frac{u}{M}+\frac{2 m^{\prime} i \Lambda^{\prime}}{n}, \lambda\right)=\sqrt{\frac{k^{n}}{\lambda}}\left[\operatorname{sn}\left(u+\frac{2 m K}{n}+\frac{2 m^{\prime} i K^{\prime}}{n}\right)\right]$,
where on the right-hand side $m$ has the last-mentioned values.
Giving herein to $m^{\prime}$ the different values from $-\frac{1}{2}(n-1)$ to $+\frac{1}{2}(n-1)$ and multiplying the results together, observing that

$$
(-)^{\frac{1}{2} n(n-1)}=(-)^{\frac{1}{2}(n-1)},
$$

we obtain
$(-)^{\frac{1}{(n-1)}}\left[\operatorname{sn}\left(\frac{u}{M}+\frac{2 m^{\prime} i \Lambda^{\prime}}{n}, \lambda\right)\right]=\sqrt{\frac{k^{n^{\prime}}}{\lambda^{n}}}\left\{\mathrm{sn}\left(u+\frac{2 m K}{n}+\frac{2 m^{\prime} i K^{\prime}}{n}\right)\right\}$,
or, the left-hand side being $=(-)^{\frac{z^{(n}(n-1)}{}} \sqrt{\frac{\bar{k}}{\lambda^{4}}} \operatorname{sn}(n u, k)$, the formula is

$$
\operatorname{sn} n u=(-)^{\frac{1}{2}(n-1)} k^{1^{\prime}\left(n^{2}-1\right)}\left\{\operatorname{sn}\left(u+\frac{2 m K}{n}+\frac{2 m^{\prime} i K^{\prime}}{n}\right)\right\},
$$

where on the right-hand side the \{\} denote the double product obtained by giving to $m, m^{\prime}$ respectively the values $-\frac{1}{2}(n-1)$ to $+\frac{1}{2}(n-1)$, or say the values $0, \pm 1, \pm 2, \ldots \pm \frac{1}{2}(n-1)$.

And in the same way

which are the formulæ obtained Chap. IV,

## CHAPTER XI.

## THE $q$-FUNCTIONS: FURTHER THEORY OF THE FUNCTIONS $I I, \Theta$.

369. In the present Chapter we start with the transformation of the order $n$ in the form of the first supplementary transformation, whereby the funetions $\mathrm{sn}(n u, k)$, \&e. are given in terms of $\operatorname{sn}\left(\frac{u}{\lambda I}, \lambda\right)$ : writing first $\frac{u}{n}$ for $n$, we make $n=\infty$, and (as will appear) we thus obtain the elliptie functions sn $(u, k)$, \&c., as fractions, the numerators and denominators being respeetively obtained in terms of the cireular functions of $\frac{\pi u}{2 K}$, viz. as products depending on these functions, and involving also the quantity $e^{-\pi \kappa^{\gamma^{*}}}$, whieh is put $=q$ : the elliptie funetions have been already in Chapter vi. expressed as fraetions by means of the functions $H, \Theta$ : and identifying the two expressions, we obtain the expressions of these funetions as series involving powers of $q$, or say as $q$-series.

Derivation of the $q$-formulas. Art. Nos. 370 to 378 .
370. The first supplementary transformation is

$$
\begin{aligned}
\operatorname{sn}(n u, k)=n M \operatorname{sn}\left(\frac{u}{M}, \lambda\right) & {\left[1-\frac{\operatorname{sn}^{2}\left(\begin{array}{l}
u \\
M
\end{array}, \lambda\right)}{\operatorname{sn}^{2}\left(\frac{2 s i \Lambda^{\prime}}{n}, \lambda\right)}\right] } \\
& \div\left[1-\frac{\mathrm{sn}^{2}\left(\frac{u}{M}, \lambda\right)}{\operatorname{sn}^{2}\left(\frac{(2 s-1) i \Lambda^{\prime}}{n}, \lambda\right)}\right]
\end{aligned}
$$

we write herein $\frac{u}{n}$ for $u$, and make $n$ infinite. This gives $\lambda=0, \operatorname{sn}(\theta, \lambda)=\sin \theta, \Lambda=\frac{1}{2} \pi$; whence (in virtue of $\Lambda=\frac{K}{n \| I}$ and $\left.\Lambda^{\prime}=\frac{K^{\prime}}{M}\right)$,

$$
n M=\frac{2 K}{\pi}, \quad \frac{\Lambda^{\prime}}{n}=\frac{\pi K^{\prime}}{2 K}
$$

and the equation becomes

$$
\text { sn } u=\frac{2 K}{\pi} \sin \frac{\pi u}{2 K}\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\sin ^{2} \frac{\sin K}{K}}\right] \div\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\sin ^{2} \frac{(2 s-1) i \pi K^{\prime}}{2 K}}\right]
$$

This is one of a group of formule obtained in the same manner.
371. The formula are

$$
\begin{align*}
\operatorname{sn} u & =\frac{2 K}{\pi} \sin \frac{\pi u}{2 K}\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\sin ^{2} \frac{m i \pi K^{\prime}}{K}}\right] \\
\operatorname{cn} u & =\cos \frac{\pi u}{2 K}\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\cos ^{2} \frac{m i \pi K^{\prime}}{K}}\right] \\
\operatorname{dn} u & =(\div), \\
1-\operatorname{sn} u & =\left(1-\operatorname{sn} \frac{\pi u}{2 K}\right)\left[1-\frac{\sin ^{2 K} \frac{\pi r}{2 K}}{\cos \frac{m i \pi K^{\prime}}{K}}\right]^{2} \\
1+\operatorname{sn} u & =\left(1+\operatorname{sn} \frac{\pi u}{2 K}\right)\left[1+\frac{\sin ^{2} \frac{(2 m-1) i \pi K^{\prime}}{2 K}}{\cos \frac{m i \pi K^{\prime}}{K}}\right]
\end{align*} \quad(\div),
$$

$$
\begin{array}{ll}
1-k \operatorname{sn} u= & {\left[1-\frac{\operatorname{sn} \frac{\pi u}{2 K}}{\cos \frac{(2 m-1) i \pi K^{\prime}}{2 K}}\right]^{2}} \\
1+k \operatorname{sn} u= & {\left[1+\frac{\mathrm{sn} \frac{\pi u}{2 K}}{\cos \frac{(2 m-1) i \pi K^{\prime}}{2 K}}\right]^{\prime}} \\
\text { denom. }= & {\left[1-\frac{\mathrm{su}^{2} \frac{\pi u}{2 K}}{\mathrm{sn}^{2} \frac{(2 m-1) i \pi K^{\prime}}{2 K}}\right]^{2}}
\end{array}
$$

372. We obtain in like manner another group of formulæ, in which also $m$ has the values $1,2,3 \ldots$ to infinity,

$$
\begin{aligned}
& \operatorname{sn} u=-\frac{\pi}{k K} \sin \frac{\pi u}{2 K} \Sigma\left(\frac{\cos \frac{(2 m-1) i \pi K^{\prime}}{2 K}}{\sin ^{2} \frac{(2 m-1) i \pi K^{\prime}}{2 K}-\sin ^{2} \frac{\pi u}{2 K}}\right), \\
& \operatorname{cn} u=\frac{i \pi}{k K} \cos \frac{\pi u}{2 K} \Sigma\left((-)^{m-1} \frac{\sin \frac{(2 m-1) i \pi K^{\prime}}{2 K}}{\sin ^{2} \frac{(2 m-1) i \pi K^{\prime}}{2 K}-\sin ^{2} \frac{\pi u}{2 K}}\right) ; \\
& \operatorname{dn} u=1+\frac{i \pi}{K} \sin ^{2} \frac{\pi u}{2 K} \Sigma\left(\frac{(-)^{m-1} \cot \frac{(2 m-1) i \pi K^{\prime}}{K}}{\sin ^{2} \frac{(2 m-1) i \pi K^{\prime}}{K}-\sin ^{2} \frac{\pi u}{2 K}}\right) .
\end{aligned}
$$

The deduction of this last formula presents some peculiarity: writing $\pm$ instead of $(-)^{\frac{1}{2}(n-1)}$, the formula originally presents itself in the form

$$
\pm \operatorname{dn} u=\frac{\pi}{2 K} \pm \frac{\pi}{i K} \Sigma\left(\frac{(-)^{m} \sin \frac{(2 m-1) i \pi K^{\prime}}{K} \cos \frac{(2 m-1) i \pi K^{\prime}}{K}}{\sin ^{2} \frac{(2 m-1) i \pi K^{\prime}}{K}-\sin ^{2} \frac{\pi u}{2 K}}\right) ;
$$

viz. the upper or lower sign must here be taken according as the number of terms in the series is even or odd. To get rid of this variable sign, write in the equation $u=0$, the equation becomes

$$
\pm 1=\frac{\pi}{2 K^{ \pm}} \pm \frac{\pi}{i K} \Sigma\left(\frac{(-)^{m} \sin \frac{(2 m-1) i \pi K^{\prime}}{K} \cos \frac{(2 m-1) i \pi K^{\prime}}{K}}{\sin ^{2} \frac{(2 m-1) i \pi K^{\prime}}{K}}\right) ;
$$

and subtracting this from the general formula, each side of the equation is affected with the same sign $\pm$, which sign may therefore be omitted: whence, observing that in general

$$
\begin{aligned}
& \frac{\sin \alpha \cos \alpha}{\sin ^{4} \alpha-\sin ^{2} x}-\frac{\sin \alpha \cos \alpha}{\sin ^{2} \alpha} \\
& \quad=\sin \alpha \cos \alpha \frac{\sin ^{2} x}{\sin ^{2} \alpha\left(\sin ^{2} \alpha-\sin ^{2} x\right)}=\frac{\cot a \sin ^{2} x}{\sin ^{2} \alpha-\sin ^{2} x},
\end{aligned}
$$

it is at once seen that we thus obtain the result first written down.

All the formulæ assume a more convenient form by writing therein $u=\frac{2 K x}{\pi}$, viz. we have thus $\sin \frac{\pi u}{2 K}=\sin x$, and consequently the elliptic functions $\mathrm{sn} \frac{2 K x}{\pi}$, \&c. expressed in terms of $\sin x$.
373. Introducing now the quantity

$$
q,=e^{-\frac{\pi K^{\prime}}{K^{\prime}}},
$$

we have

$$
\begin{gathered}
\sin \frac{\operatorname{mi\pi } K^{\prime}}{K}=\frac{1}{2 i}\left(q^{m}-q^{-m}\right)=\frac{i\left(1-q^{2 m}\right)}{2 q^{m}}, \\
\cos \frac{m i \pi K^{\prime}}{K}={ }_{2}^{1}\left(q^{m}+q^{m}\right)=\frac{1+q^{m m}}{2 q^{m}}, \\
1-\frac{\sin ^{2} x}{\sin ^{2} \frac{m i \pi K^{\prime}}{K}}=1+\frac{4 q^{2 m} \sin ^{2} x}{\left(1-q^{2 m}\right)^{2}}=\frac{1-2 q^{m m} \cos 2 x+q^{m m}}{\left(1-q^{m}\right)^{2}}, \& c,
\end{gathered}
$$

and in the resulting formulæ the right-hand sides contain as factors certain functions of $q$, which functions are afterwards determined as will presently appear. Supposing this done, the formula of the first group are

$$
\begin{array}{rlrl}
\operatorname{sn} \frac{2 K x}{\pi} & =2 \frac{1}{\sqrt{k}} \sqrt[4]{q} \sin x & {\left[1-2 q^{2 m} \cos 2 x+q^{4 m}\right], \quad(\div)} \\
\operatorname{cn} \frac{2 K x}{\pi} & =2 \sqrt{\frac{k}{k}} \sqrt[4]{q} \cos x & {\left[1+2 q^{2 m} \cos 2 x+q^{4 m}\right],} & (\div) \\
\operatorname{dn} \frac{2 K x}{\pi} & =\sqrt{k^{\prime}} & {\left[1+2 q^{m m-1} \cos 2 x+q^{4 m-\eta}\right],} & (\div) \\
1-\operatorname{sn} \frac{2 K x}{\pi} & =2 \sqrt{\frac{k}{k}} \sqrt{q}(1-\sin x)\left[1-2 q^{m} \sin x+q^{2 m}\right]^{2}, & (\div) \\
1+\operatorname{sn} \frac{2 K x}{\pi}=2 \sqrt{\frac{k}{k}} \sqrt{q} \sqrt{q}(1+\sin x)\left[1+2 q^{m} \sin x+q^{2 m}\right]^{2}, & (\div) \\
1-k \operatorname{sn} \frac{2 K x}{\pi}=\sqrt{k^{\prime}} & {\left[1-2 q^{n-t} \sin x+q^{2 m-1}\right]^{2},} & (\div) \\
1+k \operatorname{sn} \frac{2 K x}{\pi}=\sqrt{k} & {\left[1+2 q^{m-4} \sin x+q^{2 m-1}\right]^{2},} & (\div)
\end{array}
$$

where

$$
\text { denom. }=\left[1-2 q^{2 m-1} \cos 2 x+q^{4 m-z}\right]
$$

and the formulx of the second group are

$$
\begin{aligned}
\operatorname{sn} \frac{2 K x}{\pi} & =\frac{2 \pi}{k K} \sin x \Sigma\left\{\frac{q^{m-1}\left(1+q^{2 m-1}\right)}{1-2 q^{2 m-1} \cos 2 x+q^{m m-2}}\right\}, \\
\operatorname{cn} \frac{2 K x}{\pi} & =\frac{2 \pi}{k K} \cos x \Sigma\left\{(-)^{m-1} \frac{q^{m-4}\left(1-q^{2 m-1}\right)}{1-2 q^{m m-1} \cos 2 x+q^{2 m-2}}\right\} ; \\
1-\operatorname{dn} \frac{2 K x}{\pi}= & \frac{4 \pi}{K} \sin ^{2} x \Sigma\left\{\frac{(-)^{m-1} q^{2 m-1} \frac{1+q^{2 m-1}}{1-q^{2 m-1}}}{1-2 q^{2 m-1} \cos 2 x+q^{2 m-2}}\right\},
\end{aligned}
$$

and to these Jacobi has joined an expression for am $\frac{2 K x}{\pi}$, that is $\sin ^{-1} \operatorname{sn} \frac{2 K x}{\pi}:$ viz. the equation is

$$
\sin ^{-1}\left(\operatorname{sn} \frac{2 K x}{\pi}\right)= \pm \tilde{w}+2 \Sigma(-)^{m-1} \tan ^{-1} \frac{\left(1+\eta^{2 n-1}\right) \tan x}{1-q^{2 n-1}-}
$$

where the sign is - or + , according as in the calculation of the scries the number of terms taken is odd or even. Writing herein $k=0$, the formula becomes

$$
x= \pm x+2 \Sigma(-)^{m-1} \tan ^{-1}(\tan x),
$$

where the sign is - or + as before, a particular formula, the truth of which is evident at sight: and subtracting this from the gencral formula, we convert it into

$$
\sin ^{-1} \operatorname{sn} \frac{2 K x}{\pi}=x+2 \Sigma\left\{(-)^{m-1} \tan ^{-1}\left(\frac{1+q^{2 m-1}}{1-\eta^{2 m-1}} \tan x\right)-\tan ^{-1} \tan x\right\},
$$

or, what is the same thing,

$$
\sin ^{-1}\left(\operatorname{sn} \frac{2 K x}{\pi}\right)=x+2 \Sigma(-)^{m-1} \tan ^{-1}\binom{q^{2 \pi-1} \sin 2 x}{1-q^{2 m-1} \cos 2 x} ;
$$

a form of the formula, free from the discontinuity, and in which the' scries is convergent. Differentiating in regard to $x$ and using a formula $\frac{2 K}{\pi}=1+4 \Sigma \frac{(-)^{m-1} q^{2 m-1}}{1-q^{m m-1}}$, which will be proved further on, we obtain the foregoing expression for $1-\operatorname{dn} \frac{2 K x}{\pi}$; and conversely by the integration of this we obtain the lastmentioned formula for $\sin ^{-1}\left(\operatorname{sn} \frac{2 K x}{\pi}\right)$.
374. In completion of the investigation of the formule of No. 372 , observe that writing

$$
\begin{align*}
& \frac{1}{A}=\left[1-q^{\mathrm{sm}}\right]^{2}, \\
& \frac{1}{B}=\left[1+q^{\mathrm{m}}\right]^{\mathrm{e}}, \\
& \frac{1}{C}=\left[1+q^{\mathrm{m}-1}\right]^{2},
\end{align*}
$$

where

$$
\text { denom. }=\left[1-q^{2 a-1}\right]^{2} ;
$$

the formule obtained in the first instance are

$$
\begin{align*}
& \mathrm{sn}^{2 K x} \frac{\pi}{\pi}=\frac{2 A K}{\pi} \sin x\left[1-2 q^{2 m} \cos 2 x+q^{\mathrm{mm}}\right], \\
& \mathrm{cn} \frac{2 K x}{\pi}=B \cos x\left[1+2 q^{2 m} \cos 2 x+q^{\mathrm{m} m}\right]
\end{align*}
$$

$$
\operatorname{dn} \frac{2 K x}{\pi}=C\left[1+2 q^{2 m-1} \cos 2 x+q^{4 m-7}\right],
$$

where denom, $=\left[1-2 q^{2 m-1} \cos 2 x+q^{(m-1-1}\right]$.
Writing in the first and third of these $x=\frac{1}{2} \pi$, we find
whence

$$
\begin{aligned}
& 1=\frac{2 A K}{\pi} \cdot \frac{C}{B^{\prime}} ; \quad k^{\prime}=C . C \\
& C=\sqrt{k}, \quad \text { and } \quad B=\frac{2 \sqrt{k} A K}{\pi} .
\end{aligned}
$$

375. To determine $A$, write for a moment $U$ in place of $e^{i x}$, then we have

$$
\operatorname{sn} \frac{2 K x}{\pi}=\frac{A K}{\pi} \frac{U-U^{-1}}{i} \frac{\left[1-q^{2 m} U^{2}\right]\left[1-q^{2 m} U^{-2}\right]}{\left[1-q^{2 n-1} U^{2}\right]\left[1-q^{2 m-1} U^{-2}\right]} ;
$$

which, observing that

$$
U-U^{-1}=U\left(1-U^{-2}\right),=-\frac{1}{U}\left(1-U^{2}\right)
$$

may be written
or

$$
\begin{aligned}
\text { sn } \frac{2 K x}{\pi} & =\frac{A K}{\pi i} \frac{U\left[1-q^{2 m} U^{2}\right]\left[1-q^{2 m-1} U^{-\eta}\right]}{\left[1-q^{2 m-1} U^{2}\right]\left[1-q^{2 m-1} U^{-2}\right]} \\
& =-\frac{A K}{\pi i} \frac{1}{\pi i}\left[1-q^{9 m-2} U^{x}\right]\left[1-q^{2 m} U^{-\eta}\right] \\
& {\left[1-q^{2 m-1} U^{v}\right]\left[1-q^{2 m-1} U^{-x}\right] }
\end{aligned}
$$

For $x$ write $x+\frac{i \pi K^{\prime}}{2 K^{\prime}}$, sn $\frac{2 K x}{\pi}$ becomes

$$
\operatorname{sn}\left(\frac{2 K x}{\pi}+i K^{\prime}\right),=\frac{1}{k \operatorname{sn} \frac{2 K x}{\pi}},
$$

$U$ is changed into $q^{\frac{1}{4}} U$, and taking the second formula we have

$$
\frac{1}{k \operatorname{sn} \frac{2 K x}{\pi}}=-\frac{A K}{\pi i}-\frac{\left[1-q^{2 m-1} U^{2}\right]\left[1-q^{2 m-1} U^{-\eta}\right]}{\left[1-q^{2 m} U^{x}\right]\left[1-q^{2 m-2} U^{-\lambda}\right]} .
$$

Hence multiplying, we find

$$
\frac{1}{k}=\left(\frac{A K}{\pi}\right)^{2} \cdot \frac{1}{\sqrt{q}}, \text { whence } \frac{A K}{\pi}=\frac{\sqrt{q}}{\sqrt{k}} ;
$$

XI] FURTHER THEORY OF THE FUNCTIONS $H$, $\theta$.
and therefore

$$
A=\frac{\pi}{K} \frac{\sqrt[1]{q}}{\sqrt{k}}, \quad B=2 \sqrt{k^{\prime}} \frac{\sqrt{q}}{\sqrt{k}}, \quad C=\sqrt{k^{\prime}} ;
$$

and substituting we have the foregoing formulæ for $\mathrm{sn}, \mathrm{cn}$, and dn of $\frac{2 K x}{\pi}$.
376. We also obtain various other $q$-formulæ.

Multiplying the expressions for $B, C$ we have

$$
\frac{2 \sqrt{q} \cdot k^{\prime}}{\sqrt{k}}=\frac{\left[1-q^{2 m-1}\right]^{4}}{\left[1+q^{m}\right]^{2}}
$$

and observing that

$$
\left[1+q^{m}\right]=\frac{\left[1-q^{2 m}\right]}{\left[1-q^{m}\right]},=\frac{1}{\left[1-q^{2 m-1}\right]},
$$

we find

$$
\left[1-q^{q m-1}\right]^{e}=\frac{2 \sqrt[4]{q} k^{\prime}}{\sqrt{k}}
$$

and thence, using the foregoing value of $A$,

$$
\left[1-q^{2 m}\right]^{\varrho}=\frac{2 k k^{\prime} K^{3}}{\pi^{3} \sqrt{q}}:
$$

which two formula give

$$
\begin{aligned}
{\left[1-q^{2 m-1}\right]^{2}\left[1-q^{2 m}\right] } & =\sqrt{\frac{2 k^{\prime} K}{\pi}} \\
{\left[1-q^{m}\right]^{s} } & =\frac{4 \sqrt{k} k^{2} K^{2}}{\pi^{2} \sqrt{q}}
\end{aligned}
$$

and to these may be joined

$$
\begin{array}{ll}
{\left[1+q^{2 m-2}\right]^{a}} & =\frac{2 \sqrt[4]{q}}{\sqrt{k k^{\prime}}} \\
{\left[1+q^{2 m}\right]^{e}} & =\frac{k}{4 \sqrt{k^{\prime}} \sqrt{q}} \\
{\left[1+q^{m}\right]^{e}} & =\frac{\sqrt{k}}{2 k^{\prime} \sqrt{q}}
\end{array}
$$

377. If for shortness we write :

$$
\begin{array}{lr}
\alpha=\left[1+q^{2 m-1}\right], \quad \text { whence } \alpha \beta=\left[1+q^{\mathrm{m}}\right], \gamma \delta=\left[1-q^{\mathrm{m}}\right], \\
\beta=\left[1+q^{2 m}\right], & \text { and } \alpha \beta \gamma=1^{*} ; \\
\gamma=\left[1-q^{2 m-1}\right], \\
\delta=\left[1-q^{5 m}\right] ;
\end{array}
$$

then the foregoing formulx give

$$
\begin{aligned}
k & =4 \sqrt{q}\left(\frac{\beta}{x}\right)^{4} \\
k^{\prime} & =\quad\left(\frac{\gamma}{x}\right)^{4}, \\
\frac{2 K}{\pi} & =\quad\left(\frac{\alpha \delta}{\beta \gamma}\right)^{2}, \\
\frac{2 k K}{\pi} & =4 \sqrt{q}\left(\frac{\beta \delta}{x \gamma}\right)^{2}, \\
\frac{2 k^{\prime} K}{\pi} & =\quad\left(\frac{\gamma \delta}{x \beta}\right)^{2},=\gamma^{4} \delta^{2} \\
\frac{2 \sqrt{k} K}{\pi} & =2 \sqrt[4]{q} \cdot\left(\frac{\delta}{\gamma}\right)^{2}, \\
\frac{2 \sqrt{k} K}{\pi} & =\quad\left(\frac{\delta}{\beta}\right)^{2}
\end{aligned}
$$

The equation $k^{2}+k^{\prime 2}=1$ gives $\gamma^{8}+16 q \beta^{s}=a^{8}$, or written at length

$$
\begin{aligned}
\left\{(1-q)\left(1-q^{3}\right)\left(1-q^{5}\right) \ldots\right\}^{3} & +16 q\left\{\left(1+q^{2}\right)\left(1+q^{6}\right)\left(1+q^{6}\right) \ldots\right\}^{8} \\
& =\left\{(1+q)\left(1+q^{8}\right)\left(1+q^{5}\right) \ldots\right\}^{8}
\end{aligned}
$$

a remarkable identity.
*This is in fact the formula $\left[1+q^{\mathrm{m}}\right]=\frac{1}{\left[1-q^{2 m-1}\right]}$ proved No, 376 : it occurs in Euler's Memoir, De Partitione Numerorum (1750), Op. Min. Coll. p. 93.
378. It will be noticed that we have obtained expressions for $\operatorname{sn} \frac{2 K x}{\pi}, \operatorname{cn} \frac{2 K x}{\pi}, \operatorname{dn} \frac{2 K x}{\pi}$, as rational fractions having a common denominator, the three numerators and the denominator being each of them a $q$-function, $\left(q=e^{-\frac{\pi K^{\prime}}{K}}\right)$, involving circular functions of $x$ respectively. Imagining $x$ replaced by its value $\frac{\pi u}{2 K}$, we have $\operatorname{sn} u, \operatorname{cn} u, \operatorname{dn} u$ expressed as rational fractions, the three numerators and the denominator being each of them a $q$-function involving circular functions of $\frac{\pi u}{2 \bar{K}}$. We have already obtained for $\operatorname{sn} u$, en $u, \operatorname{dn} u$ fractional expressions having a common denominator $\Theta u$, and in their numerators $H u, H(u+K), \Theta(u+K)$ respectively; and it thus appears that these functions must be, to proper factors près, multiples of the $q$-functions of $\frac{\pi u}{2} \frac{K}{j}$ respectively: viz. the factors to multiply the $q$-functions must be of the form $A U, B U, C U, D U$ where $U$ is an unknown function of $u$, but $A, B, C, D$ are known constants or exponential factors; and the theorem at once suggests itself, that the two sets of functions differ only by these factors $A, B, C, D$, or what is the same thing, that $U$ is a mere constant, which may be taken $=1$. But Jacobi in fact directly identifies $\Theta \frac{2 K x}{\pi}$ with a $q$-function of $x($ that is, $\Theta u$ with a $q$-function of $\left.\frac{\pi u}{2 K}\right)$, by an investigation of some complexity but of very great interest.
$\Theta, H$ expressed as $q$-functions. Art. Nos. 379 to 383.
379. We have

$$
\sqrt{\frac{1-k \sin \frac{2 K x}{\pi}}{1+k \operatorname{sn} \frac{2 K x}{\pi}}}=\frac{\left[1-2 q^{m-1} \sin x+q^{2 m-1}\right]}{\left[1+2 q^{m-i} \sin x+q^{2 m-1}\right]}
$$

c.

Taking the logarithm of each side, and expanding the logarithms of the factors on the right-hand side, after some obvious reductions we obtain

$$
\log \sqrt{\frac{1-k \operatorname{sn} \frac{2 K x}{\pi}}{1+k \operatorname{sn} \frac{2 K x}{\pi}}}=\Sigma(-)^{m-1} \frac{4 q^{m-1} \sin (2 m-1) x}{(2 m-1)\left(1-q^{2 m-1}\right)}:
$$

or, writing the series at full length,

$$
=\frac{4 \sqrt{q} \sin x}{1-q}-\frac{4 \sqrt{q^{3}} \sin 3 x}{3\left(1-q^{3}\right)}+\frac{4 \sqrt{q^{3}} \sin 5 x}{5\left(1-q^{2}\right)}-\ldots
$$

Differentiating each side in regard to $x$, we find without difficulty

$$
\frac{2 k K}{\pi} \frac{\operatorname{cn} \frac{2 K x}{\pi}}{\mathrm{dn} \frac{2 K x}{\pi}}=\frac{4 \sqrt{q} \cos x}{1-q}-\frac{4 \sqrt{q^{2}} \cos 3 x}{1-q^{2}}+\frac{4 \sqrt{q^{2}} \cos 5 x}{1-q^{2}}-\& \mathrm{c} .
$$

or, observing that the left hand is

$$
\frac{2 k K}{\pi} \operatorname{sn}\left(K-\frac{2 K x}{\pi}\right),=\frac{2 k K}{\pi} \operatorname{sn} \frac{2 K}{\pi}\left(\frac{\pi}{2}-x\right),
$$

and writing $\frac{1}{2} \pi-x$ in place of $x$, this is

$$
\frac{2 k K}{\pi} \mathrm{sn} \frac{2 K x}{\pi}=\frac{4 \sqrt{q} \sin x}{1-q}+\frac{4 \sqrt{q^{3}} \sin 3 x}{1-q^{3}}+\frac{4 \sqrt{q^{3}} \sin 5 x}{1-q^{9}}+\& \mathrm{c} .
$$

380. It is this formula which leads to the identification just spoken of; viz. squaring the two sides we obtain after all reductions

$$
\begin{aligned}
&\left(\frac{2 k K^{\prime}}{\pi}\right)^{2} \operatorname{sn}^{2} \frac{2 K x}{\pi} \\
&=\frac{4 K}{\pi^{x}}(K-E) \\
&-4\left\{\frac{2 q \cos 2 x}{1-q^{3}}+\frac{4 q^{2} \cos 4 x}{1-q^{4}}+\frac{6 q^{3} \cos 6 x}{1-q^{6}}+\ldots\right\},
\end{aligned}
$$

or, multiplying by $d x$ and integrating from $x=0$,

$$
\begin{aligned}
\left(\frac{2 k K}{\pi}\right)^{2} \int^{2} \operatorname{sn}^{2} & \frac{2 K x}{\pi} d x=\frac{4 K^{2}}{\pi^{2}}\left(1-\frac{E}{K}\right) x \\
& -4\left\{\frac{q \sin 2 x}{1-q^{2}}+\frac{q^{2} \sin 4 x}{1-q^{*}}+\frac{q^{3} \sin 6 x}{1-q^{0}}+\ldots\right\} ;
\end{aligned}
$$

xi.] further theory of the functions $H, \boldsymbol{\theta}$.
whence, from the definition of $Z u$, ante, No. 131,

$$
\frac{2 K}{\pi} Z\left(\frac{2 K x}{\pi}\right)=4\left\{\frac{q \sin 2 x}{1-q^{*}}+\frac{q^{2} \sin 4 x}{1-q^{*}}+\frac{q^{2} \sin 6 x}{1-q^{\circ}}+\ldots\right\} ;
$$

and if we again multiply by $d x$ and integrate from $x=0$,

$$
\frac{2 K}{\pi} \int_{7}\left(\frac{2 K x}{\pi}\right) d x=\log \frac{\left(1-2 q \cos 2 x+q^{2}\right)\left(1-2 q^{3} \cos 2 x+q^{4}\right) \cdots}{\left\{(1-q)\left(1-q^{3}\right) \cdots\right\}^{2}} ;
$$

that is,

$$
\Theta\left(\frac{2 K x}{\pi}\right)=\frac{\sqrt{\frac{2 k^{\prime} K}{\pi}}}{\left\{(1-q)\left(1-q^{2}\right) \ldots\right\}^{*}},
$$

or say

$$
\Theta\left(\frac{2 K x}{\pi}\right)=\frac{\sqrt{\frac{2 k^{\prime} K}{\pi}}}{\left[1-q^{\left.\frac{\pi}{x-r}\right]^{3}}\right.}\left[1-2 q^{2 m-1} \cos 2 x+q^{4 m-2}\right] ;
$$

viz. we have obtained this value of $\Theta \frac{2 K x}{\pi}$ from the definition

$$
\Theta u=\sqrt{\frac{2 K^{\prime} K}{\pi}} e^{-\frac{1}{K} \frac{E}{K} u+\int_{0} d u \int_{0} d u d n^{\prime} u} .
$$

381. We have to prove the theorem for the squaring of the right-hand side of the equation

$$
\frac{2 k K}{\pi} \sin \frac{2 K x}{\pi}=\frac{4 \sqrt{q} \sin x}{1-q}+\frac{4 \sqrt{q^{3}} \sin 3 x}{1-q^{3}}+\frac{4 \sqrt{q^{3}} \sin 5 x}{1-q^{8}}+\ldots
$$

Forming the square and reducing by the substitution

$$
2 \sin m x \sin n x=\cos (m-n) x-\cos (m+n) x,
$$

the square is

$$
=A+A^{\prime} \cos 2 x+A^{\prime \prime} \cos 4 x+A^{\prime \prime \prime} \cos 6 x \ldots
$$

where

$$
A=\frac{8 q}{(1-q)^{1}}+\frac{8 q^{3}}{\left(1-q^{2}\right)^{2}}+\ldots ;
$$

and moreover

$$
A^{(n)}=8\left[2 B^{(n)}-C^{(n)}\right],
$$

where

$$
\begin{aligned}
& B^{(n)}=\frac{}{(1-q)\left(1-q^{2 n+1}\right)}+\frac{q^{n+1}}{1-q^{n} \cdot 1-q^{n+3}}+\frac{q^{n+3}}{1-q^{8} \cdot 1-q^{\text {man+ }}}+\cdots \\
& =\frac{q^{n}}{1-q^{2 n}}\left\{\begin{array}{c}
\frac{q}{1-q}+\frac{q^{2}}{1-q^{2}}+\frac{q^{8}}{1-q^{8}}+\ldots \\
-\frac{q^{m+1}}{1-q^{m+1}}-\frac{q^{m+8}}{1-q^{2 n+8}}-\frac{q^{m+8}}{1-q^{m+3}}+\ldots
\end{array}\right\} \\
& =\frac{q^{n}}{1-q^{m i n}} \quad\left\{\frac{q}{1-q}+\frac{q^{3}}{1-q^{3}} \ldots+\frac{q^{m-1}}{1-q^{2 m-1}}\right\},
\end{aligned}
$$

and

$$
C^{(n)}=\frac{q^{n}}{1-q \cdot 1-q^{2 n-1}}+\frac{q^{n}}{1-q^{2} \cdot 1-q^{2 \pi-2}}+\frac{q^{n}}{1-q^{3} \cdot 1-q^{2 n-6}}
$$

$$
\begin{aligned}
& =\frac{q^{n}}{1-q^{2 n}}\left\{\begin{array}{ccc}
\frac{q}{1-q}+\frac{q^{3}}{1-q^{3}} & \cdots+\frac{q^{2 n-1}}{1-q^{m n-1}} \\
+\frac{q^{2 n-1}}{1-q^{2 n-1}}+\frac{q^{2 n-3}}{1-q^{2 n-1}} \cdots+\frac{q}{1-q} \\
+1 & +1 \quad \ldots+1
\end{array}\right\} \\
& =\frac{n q^{n}}{1-q^{n n}}+\frac{2 q^{n}}{1-q^{2 m n}}\left\{\frac{q}{1-q}+\frac{q^{2}}{1-q^{3}} \ldots+\frac{q^{2 n-1}}{1-q^{2 n-1}}\right\} ;
\end{aligned}
$$

whence

$$
A^{(n)}=\frac{-8 n q^{n}}{1-q^{n}} ;
$$

viz. each coefficient (except $A$, which is an infinite series) has this finite expression, and we have

$$
\left(\frac{2 k K}{\pi}\right)^{\prime} \operatorname{sn}^{2} \frac{2 K x}{\pi}=A-4\left\{\frac{2 q \cos 2 x}{1-q^{4}}+\frac{4 q^{\prime} \cos 4 x}{1-q^{4}}+\frac{6 q \cos 6 x}{1-q^{6}}+\ldots\right\} .
$$

382. To find the value of

$$
A,=8\left\{\frac{q}{(1-q)^{2}}+\frac{q^{8}}{\left(1-q^{2}\right)^{2}}+\& \mathrm{c} .\right\},
$$

multiply by $d x$ and integrate from 0 to $\frac{3}{8} \pi$, we have

$$
\left(\frac{2 k K}{\pi}\right)^{x} \int_{0}^{\frac{1}{2} \pi} \operatorname{sn}^{2} \frac{2 K x}{\pi} d x=\frac{1}{2} \pi A ;
$$

or what is the same thing,

$$
A=\frac{4 K}{\pi^{2}} k^{2} \int_{0}^{K} \operatorname{sn}^{2} u d u ;
$$

viz. from the equation

$$
Z K=0=K\left(1-\frac{E}{K}\right)-k^{2} \int_{0}^{K} \operatorname{sn}^{2} u d u
$$

we have

$$
A=\frac{4 K}{\pi^{x}}\left(K-E^{\prime}\right)
$$

and the proof is thus completed.
383. Write for shortness

$$
\frac{\sqrt{\frac{2 k^{\prime} K}{\pi}}}{\left[1-q^{2 n-1}\right]^{2}}=G
$$

where, ante, No. 357,

$$
\left[1-q^{\mathrm{m}-1}\right]^{\bullet}=\frac{2 \sqrt[1]{q} k^{\prime}}{\sqrt{k}} ;
$$

then the relation obtained is

$$
\Theta\left(\frac{2 K x}{\pi}\right)=G \cdot\left[1-2 q^{m-1} \cos 2 x+q^{(m-\eta}\right]
$$

which is the required expression for $\Theta$, leading as mentioned above to the corresponding expressions for the other functions.

THE $q$-FUNCTIONS:
于 五

or omitting the second and fourth equations which are included in the first and third respectively,

$$
\begin{aligned}
& H\left(\frac{2 K x}{\pi}\right)=G \cdot 2 \sqrt[4]{q} \sin \alpha\left[1-2 q^{2 m \pi} \cos 2 x+q^{4 m}\right] \\
& \Theta\left(\frac{2 K x}{\pi}\right)=G . \quad\left[1-2 q^{2 m-1} \cos 2 x+q^{4-2}\right] .
\end{aligned}
$$

New developments of the functions $H, \boldsymbol{\Theta}$.
Art. Nos. 384 to 388.
384. We have identically

$$
\begin{aligned}
& {\left[1-2 q^{2 m-1} \cos 2 x+q^{2 m-2}\right]} \\
& =\frac{1}{\left[1-q^{2 m}\right]}\left\{1-2 q \cos 2 x+2 q^{4} \cos 4 x-2 q^{\circ} \cos 6 x+\ldots\right\},
\end{aligned}
$$

$2 \sqrt{7} q \sin x\left[1-2 q^{2 m} \cos 2 x+q^{\text {mm }}\right]$

$$
=\frac{1}{\left[1-q^{2 m}\right]}\left\{2 \sqrt{q} \sin x-2 \sqrt[1]{q^{\circ}} \sin 3 x+2 \sqrt{q^{23}} \sin 5 x-\ldots\right\} ;
$$

and hence observing that

$$
\frac{q}{\left[1-q^{2 N}\right]},=\frac{\sqrt{\frac{2 k^{\prime} K}{\pi}}}{\left[1-q^{2 m-1}\right]^{2} \cdot\left[1-q^{2 \pi}\right]},=1,
$$

we find

$$
\begin{aligned}
& \Theta\left(\frac{2 K x}{\pi}\right)=1-2 q \cos 2 x+2 q^{4} \cos 4 x-2 q^{9} \cos 6 x+\ldots \\
& H\left(\frac{2 K x}{\pi}\right)=2 \sqrt[4]{q} \sin x-2 \sqrt[4]{q^{9}} \sin 3 x+2 \sqrt[4]{q^{3}} \sin 5 x-\& \mathrm{c}
\end{aligned}
$$

which are the expressions of these two functions developed in cosines and sines of multiples of $x$.
385. For the direct proof of the identities we require the development of $\left[1+q^{2 m-1} z\right]$, that is of $(1+q z)\left(1+q^{3} z\right)\left(1+q^{s} z\right) \ldots$ in powers of $z$. Assuming it

$$
=1+A z+B z^{2}+C z^{3}+\ldots
$$

if for $z$ we write $q^{2} z$, and multiply by $1+q z$, the result is
$=1+q z$ into $\left(1+q^{z} z\right)\left(1+q^{3} z\right) \ldots$; viz. this is the original function. We thus have

$$
\begin{aligned}
& \left(1+A z+B z^{1}+C z^{8}+\ldots\right) \\
& \quad=\left(1+q^{z}\right)\left(1+A q^{\mathrm{p}} z+B q^{\mathrm{4}} z^{1}+C q^{\mathrm{n}} z^{\mathrm{d}}+\ldots\right) ;
\end{aligned}
$$

that is, $A\left(1-q^{4}\right)=q, \quad B\left(1-q^{4}\right)=q^{2} A, \quad C\left(1-q^{*}\right)=q^{8} B, \ldots$ and thence

$$
\left[1+q^{2 m-1} z\right]=1+\frac{q z}{1-q^{2}}+\frac{q^{4} z^{2}}{1-q^{n} \cdot 1-q^{q}}+\frac{q^{0} z^{2}}{1-q^{4} \cdot 1-q^{4} \cdot 1-q^{q}}+\ldots
$$

In a very similar manner it is shown that

$$
\begin{aligned}
\frac{1}{\left[1-q^{m z}\right]}= & 1+\frac{q}{1-q} \frac{z}{1-q z}+\frac{q^{4}}{1-q \cdot 1-q^{2}} \frac{z^{2}}{1-q z \cdot 1-q^{2} z} \\
& +\frac{q^{2}}{1-q \cdot 1-q^{2} \cdot 1-q^{k}} \frac{z^{2}}{1-q z \cdot 1-q^{2} z \cdot 1-q^{2} z}+\cdots
\end{aligned}
$$

386. Starting with the equation

$$
\left[1+q^{2 m-1} z\right]=1+\frac{q z}{1-q^{3}}+\frac{q^{4} z^{2}}{1-q^{4} \cdot 1-q^{4}}+\frac{q^{2} z^{2}}{1-q^{8} \cdot 1-q^{4} \cdot 1-q^{2}}+\ldots
$$

we have similarly

$$
\left[1+q^{\frac{9}{m-1}} z^{-1}\right]=1+\frac{q^{-1}}{1-q^{2}}+\frac{q^{4} z^{-2}}{1-q^{4} \cdot 1-q^{4}}+\frac{q^{2} z^{-4}}{1-q^{2} \cdot 1-q^{4} \cdot 1-q^{6}}+\ldots
$$

and these two are to be multiplied together; the product will be an infinite series of the form

$$
B_{0}+B_{1}\left(z+z^{-1}\right)+B_{2}\left(z^{8}+z^{-x}\right)+\ldots,
$$

where $B_{0}, B_{1}, B_{2} \ldots$ are functions of $q$ given in the first instance as infinite series, which however admit of summation by means of the last formula in No. 385, viz.

$$
\begin{aligned}
\frac{1}{\left[1-q^{\prime \prime} z\right]}= & 1+\frac{q}{1-q} \frac{z}{1-q^{z}}+\frac{q^{4}}{1-q \cdot 1-q^{2}} \frac{z^{2}}{1-q^{2} \cdot 1-q^{2} z} \\
& +\frac{q^{2}}{1-q \cdot 1-q^{4} \cdot 1-q^{\prime}} \frac{z^{0}}{1-q^{z} \cdot 1-q^{9} z \cdot 1-q^{\prime \prime} z}
\end{aligned}
$$

this, putting therein $q^{2}$ instead of $q$ and $z=q^{m \mathrm{~m}}$, becomes

$$
\begin{aligned}
\frac{1}{\left[1-q^{m+2 m}\right]} & =1+\frac{q^{2}}{1-q^{2}} \frac{q^{2 n}}{1-q^{2 n+2}}+\frac{q^{8}}{1-q^{2} \cdot 1-q^{6}} \frac{q^{4 m}}{1-q^{2 n+2} \cdot 1-q^{2 n+4}} \\
& +\frac{q^{18}}{1-q^{2} \cdot 1-q^{4} \cdot 1-q^{a}} \frac{q^{6 n}}{1-q^{3 n+2} \cdot 1-q^{2 n+6} \cdot 1-q^{2 n+6}}+\ldots,
\end{aligned}
$$


387. Effecting the multiplication of the first-mentioned two expressions, we have

$$
\left[1-q^{2 m-1}\left(z+z^{-1}\right)+q^{2 m-1}\right]=B_{0}+B_{1}\left(z+z^{-1}\right)+B_{0}\left(z^{2}+z^{-2}\right)+\& \mathrm{c} .
$$ where in general

$$
\begin{aligned}
B_{n} & =\frac{q^{n n}}{1-q^{2} \cdot 1-q^{4} \ldots 1-q^{2 n}} \\
& \left\{1+\frac{q^{*}}{1-q^{2}} \frac{q^{2 n}}{1-q^{2 n+2}}+\frac{q^{0}}{1-q^{2} \cdot 1-q^{4}} \frac{q^{4 n}}{1-q^{2 n+2}} \cdot 1-q^{2 n+4}+\ldots\right\},
\end{aligned}
$$

that is by the last formula

$$
=\frac{q^{n^{2}}}{1-q^{2} \cdot 1-q^{4} \cdots 1-q^{x^{3}}} \cdot \frac{1}{\left[1-q^{2 n+2 m}\right]},=\frac{q^{n^{4}}}{\left[1-q^{2 m}\right]} ;
$$

and we have consequently

$$
\begin{aligned}
& {\left[1-q^{2 m-1}\left(z+z^{-1}\right)+q^{2 m-1}\right]} \\
& \quad=\frac{1}{\left[1-q^{2 m}\right]}\left\{1+q\left(z+z^{-1}\right)+q^{4}\left(z^{2}+z^{-7}\right)+q^{8}\left(z^{3}+z^{-3}\right)+\ldots\right\} .
\end{aligned}
$$

388. This equation, writing therein $-e^{\varepsilon \varepsilon \alpha}$ for $z$, becomes $\left[1-2 q^{2 m-1} \cos 2 x+q^{(m-1}\right]$

$$
=\frac{1}{\left[1-q^{2 m}\right]}\left\{1-2 q \cos 2 x+2 q^{4} \cos 4 x-2 q^{6} \cos 6 x+\ldots\right\}
$$

and if in the same equation we write $q z$ for $z$ it becomes

$$
\begin{aligned}
& \left(1+z^{-1}\right)\left[1+q^{m m} z\right]\left[1+q^{2 m} z^{-1}\right] \\
& \quad=\frac{1}{\left[1-q^{2 m}\right]} \frac{1}{\sqrt{ } z}\left\{z^{\frac{1}{2}}+z^{-\frac{1}{2}}+q^{2}\left(z^{1}+z^{-i}\right)+q^{s}\left(z^{1}+z^{-1}\right)+\ldots\right\}
\end{aligned}
$$

viz. putting here $-e^{s_{s}}$ for $z$, or say $z^{\frac{1}{i}}=\frac{1}{i} e^{c s}$, we have

$$
\begin{aligned}
\sin x & {\left[1-2 q^{m}=\cos 2 x+q^{4 m}\right] } \\
& =\frac{1}{\left[1-q^{2 m I I}\right]}\left[\sin x-q^{4} \sin 3 x+q^{4} \sin 5 x-q^{4} \sin 5 x+\ldots\right]
\end{aligned}
$$

or what is the same thing,

$$
\begin{aligned}
& 2 \sqrt[4]{q} \sin x\left[1-2 q^{2 m} \cos 2 x+q^{6 m}\right] \\
& \quad=\frac{1}{\left[1-q^{2 m}\right]}\left[2 \sqrt[4]{q} \sin x-2 \sqrt{q^{6}} \sin 3 x+2 \sqrt[1]{q^{*}} \sin 5 x-\ldots\right] .
\end{aligned}
$$

Double factorial expressions of $H, \Theta$. General theory. Art. Nos. 389 to 395.
389. Reverting to the expressions of $\Theta\left(\frac{2 K x}{\pi}\right), H\left(\frac{2 \kappa^{\kappa} x}{\pi}\right)$ as $q$-products, and writing $x=\frac{\pi u}{2 K}$, the $q$-products thus identified with the functions $H u$ and $\Theta u$ respectively, presented themselves at the commencement of this Chapter as mere constant multiples of the expressions

$$
\begin{array}{r}
\sin \frac{\pi u}{2 K}\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\sin ^{2} \frac{s i \pi K^{\prime}}{K}}\right],\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\sin ^{2} \frac{(2 s-1) i \pi K}{K}}\right] \\
\quad(s=1 \text { to } \infty),
\end{array}
$$

so that $H u, \Theta u$, are constant multiples of these expressions respectively; and since $\Theta 0=\sqrt{\frac{2 k^{\prime} K}{\pi}}$, it follows that the complete values are

$$
\begin{aligned}
& H u=\sqrt{k} \sqrt{\frac{2 k^{\prime} K}{\pi}} \cdot \frac{2 K}{\pi} \cdot \sin \frac{\pi u}{2 K}\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\sin ^{2} \frac{2 i \pi K^{\prime \prime}}{K}}\right], \\
& \Theta u=\sqrt{\frac{2 k^{\prime} K}{\pi}} \quad\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\sin ^{2} \frac{(2 s-1) i \pi K^{\prime}}{2 K}}\right] .
\end{aligned}
$$

It is important to examine the meaning of these formula. Consider the function which enters into the expression of $H u$; or writing for greater convenience $m^{\prime}$ in place of $\varepsilon$, say
xi.]. further theory of the functions $H, \Theta$.

$$
\sin \frac{\pi u}{2 K}\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\sin ^{2} \frac{m^{\prime} i \pi K^{\prime}}{K}}\right], \quad\left(m^{\prime}=1 \text { to } \infty\right) .
$$

390. Observing that in general

$$
\sin ^{2} u-\sin ^{2} \alpha=\sin (u+\alpha) \sin (u-\alpha),
$$

this (disregarding for the moment a constant factor) is

$$
\begin{aligned}
& =\left[\sin \left(\frac{\pi u}{2 K}+\frac{m^{\prime} i \pi K^{\prime}}{K}\right)\right], \\
& =\left[\sin \frac{\pi}{2 K}\left(u+2 m^{\prime} i K^{\prime}\right)\right],
\end{aligned}
$$

where $m^{\prime}$ has every positive or negative integer value (zero included) from $-\infty$ to $+\infty$; say from $-\mu^{\prime}$ to $+\mu^{\prime}, \mu^{\prime}=\infty$.

Now we have

$$
\sin x=x\left[1-\frac{x^{2}}{s^{3} \pi^{2}}\right], \quad(s=1 \text { to } \infty),
$$

which writing $\frac{\pi u}{2 K}$ for $x$, becomes

$$
\sin \frac{\pi u}{2 K}=\frac{\pi}{2 K} u\left[1-\frac{u^{2}}{4 s^{2} K^{2}}\right],
$$

or disregarding a constant factor,

$$
\sin \frac{\pi u}{2 K}=[u+2 m K],
$$

where $m$ has every positive or negative integer value, zero included, from $-\infty$ to $+\infty$; say from $-\mu$ to $\mu, \mu=\infty$.

Assuming for a moment that it is allowable to write herein $u+2 m^{\prime} i K$ in place of $u$, we have

$$
\sin \frac{\pi}{2 K}\left(u+2 m^{\prime} i K^{\prime}\right)=\left[u+2 m K+2 m^{\prime} i K^{\prime}\right],
$$

$m$ as above, and consequently the numerator is

$$
=\left[u+2 m K+2 m^{\prime} i K^{\prime}\right],
$$

$m, m^{\prime}$ each extending from $-\infty$ to $+\infty$ as above. As regards the omitted constant factor, it is clear that $\mathrm{sn} u \div u$ reduces itself to unity for $u$ indefinitely small, and the formula thus becomes

$$
\frac{2 K}{\pi} \sin \frac{\pi u}{2 K}\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\sin ^{2} \frac{s i \pi K^{\prime}}{K}}\right]=u\left\{1+\frac{u}{2 m K+2 m^{\prime} i K^{\prime}}\right\}
$$

$m, m^{\prime}$ as before, excepting that the set of values $m=0, m^{\prime}=0$ (having been taken account of in the factor $u$ ) is to be omitted.
391. But when in the sine-formula we write $u+2 m^{\prime} i K^{\prime}$ in place of $u$, we assume that $u+2 m^{\prime} i K^{\prime}$ is indefinitely small in regard to the extreme values $\pm \mu$ of $m$ (viz. the infinite product $x\left(1-\frac{x^{2}}{\pi^{2}}\right)\left(1-\frac{x^{2}}{4 \pi^{2}}\right) \ldots$ taken to the term $1-\frac{x^{2}}{s^{2} \pi^{2}}$ approximates to $\sin x$ only on the assumption that $\frac{x}{8 \pi}$ is indefinitely small): of course this is so when $m^{\prime}$ is finite, but $m^{\prime}$ acquires the values $\pm \mu^{\prime}$; in order to sustain the assumption we must suppose that $\mu^{\prime}$ is indefinitely small as regards $\mu$; or say that $\mu^{\prime} \div \mu=0$.

Hence in the last-mentioned equation the limits of the doubly-infinite product are $m=-\mu$ to $m=+\mu ; m^{\prime}=-\mu^{\prime}$ to $m^{\prime}=+\mu^{\prime} ; \mu, \mu^{\prime}$ each infinite; but $\mu^{\prime} \div \mu=0$. Putting for shortness $2 m K+2 m^{\prime} i K^{\prime}=\left(m, m^{\prime}\right)$ the equation is

$$
\frac{2 K}{\pi} \sin \frac{\pi u}{2 K}\left[1-\frac{\sin ^{2} \frac{\pi u}{2 \bar{K}}}{\sin ^{2} \frac{\sin K^{\prime}}{K}}\right]=u\left\{1+\frac{u}{\left(m, m^{\prime}\right)}\right\}
$$

which is one of a group of four formulx.
392. Writing for shortness as in Nos. 39 and 117,

$$
\begin{aligned}
& \left(m, m^{\prime}\right)=2 m K \quad+2 m^{\prime} i K^{\prime} \\
& \left(\bar{m}, m^{\prime}\right)=(2 m+1) K+2 m^{\prime} i K^{\prime} \\
& \left(m, \bar{m}^{\prime}\right)=2 m K \quad+\left(2 m^{\prime}+1\right) i K^{\prime} \\
& \left(\bar{m}, \bar{m}^{\prime}\right)=(2 m+1) K+\left(2 m^{\prime}+1\right) i K^{\prime}
\end{aligned}
$$

XI.] FURTHER THEORY OF THE FUNCTIONS $H$, $\Theta$.
these are

$$
\begin{aligned}
& \frac{2 K}{\pi} \sin \frac{\pi u}{2 K}\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\sin ^{2} \frac{s i \pi K^{\prime}}{K}}\right]=u\left\{1+\frac{u}{\left(m, m^{\prime}\right)}\right\}, \\
& {\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\cos ^{2} \frac{\sin K^{\prime}}{K}}\right]=\left\{1+\frac{u}{\left(\bar{m}, m^{\prime}\right)}\right\}, } \\
& {\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\cos ^{2} \frac{(2 s-1) i \pi K}{K}}\right]=\left\{1+\frac{u}{\left(\bar{m}, \bar{m}^{\prime}\right)}\right\}, } \\
& {\left[1-\frac{\sin ^{2} \frac{\pi u}{2} \bar{K}}{\left.\sin ^{2} \frac{(2 s-1)}{K}\right]}=\right.}=\left\{1+\frac{u}{(m, \bar{m})}\right],
\end{aligned}
$$

where on the right-hand side the limits are to be taken so that ( $m, m^{\prime}$ ), \&c. may have equal positive and negative values, or say, as regards

$$
\begin{aligned}
& m \text {, from } m=-\mu \quad \text { to }+\mu \text {, } \\
& \bar{m} \quad n \quad n=-\mu-1 \quad,+\mu \text {, } \\
& \frac{m^{\prime}}{m^{\prime}} \quad „ \quad m^{\prime}=-\mu^{\prime} \quad, \quad n+\mu^{\prime},
\end{aligned}
$$

viz. $m, m^{\prime}$ have all positive and negative integer values between these limits (both inclusive) respectively : but as regards ( $m, m^{\prime}$ ) the combination ( 0,0 ), (which is separately taken account of in the exterior factor $u$ ), is to be omitted: $\mu, \mu^{\prime}$ are each infinite, but $\mu^{\prime} \div \mu=0$.
393. The values of the Jacobian functions $H, \Theta$ thus are, as mentioned No. 39,

$$
\begin{aligned}
& H_{u}=\sqrt{k} \sqrt{\frac{2 k^{\prime} K}{\pi}} u\left\{1+\frac{u}{\left(m, m^{\prime}\right)}\right\}, \\
& \Theta_{u}=\sqrt{\frac{2 k^{\prime} K}{\pi}}\left\{1+\frac{u}{\left(m, \vec{m}^{\prime}\right)}\right\},
\end{aligned}
$$

limits as just mentioned. It is on account of the unsymmetrical condition $\mu^{\prime} \div \mu=0$ in regard to the limits that $H, \Theta$ have a perfect periodicity as regards $4 K$, but only an imperfect periodicity as regards $4 i K^{\prime}$; viz. as regards this quantity the functions are only periodic to an exponential factor près. The resulting expressions of the elliptic functions are, as mentioned No. 123,

$$
\begin{align*}
\operatorname{sn} u & =u\left\{1+\frac{u}{\left(m, m^{\prime}\right)}\right\}, \\
\operatorname{cn} u & =\left\{1+\frac{u}{\left(\bar{m}, m^{\prime}\right)}\right\}, \\
\operatorname{dn} u & =\left\{1+\frac{u}{\left(\bar{m}, m^{\prime}\right)}\right\}, \\
\text { denom. } & =\left\{1+\frac{u}{\left(m, \tilde{m}^{\prime}\right)}\right\} ;
\end{align*}
$$

where as regards $4 i \mathrm{~K}^{\prime}$, although the numerators and denominator are not separately periodic, they acquire by the change equal factors, and thus the quotients are periodic as well in regard to $4 i K^{\prime}$ as to $4 K$.
394. We may state the general theory thus: consider the doubly infinite product

$$
\left\{1+\frac{u}{a+m \Omega+m^{\prime} \Omega^{\prime}}\right\},
$$

where $m, m^{\prime}$ have within infinite limits every positive or negative integer value whatever.

To avoid difficulties, it is assumed first that $\Omega, \Omega^{\prime}$ are incommensurable, (for if they had a greatest common measure $\Delta$ the function would be an infinite power of the single product $\left[1+\frac{u}{\alpha+t \Delta}\right]$ ) $t$ a positive or negative integer; secondly, that the ratio $\Omega: \Omega^{\prime}$ is imaginary, for if it were real there would be an infinity of factors for which $m \Omega+m^{\prime} \Omega^{\prime}$ is indefinitely near to any given real value whatever. The function $\alpha+m \Omega+m^{\prime} \Omega^{\prime}$ can at most vanish for a single sot of values of $m, m^{\prime}$; viz. it
will do this if $\alpha=-\lambda \Omega-\lambda^{\prime} \Omega^{\prime}, \lambda, \lambda^{\prime}$ being positive or negative integers; and we must in this case replace the product by

$$
u\left[1+\frac{u}{a+m \Omega+m^{\prime} \Omega^{\prime}}\right],
$$

and exclude from the product the combination of values $m=\lambda$, $m^{\prime}=\lambda^{\prime}$; but this makes no real difference in the theory, and we need only attend to the other case, that in which $a+m \Omega+m^{\prime} \Omega^{\prime}$ does not vanish for any integer values of $m, m^{\prime}$. Thirdly, that the limits are such that to each given value of $a+m \Omega+m^{\prime} \Omega^{\prime}$ there corresponds an equal and opposite value; or what is the same thing, regarding $m, m^{\prime}$ as rectangular co-ordinates, then that the product is extended to all integer values of $m, m^{\prime}$ lying within a closed curve having a centre at the real point given by the equation $\alpha+m \Omega+m^{\prime} \Omega^{\prime}=0$, (viz. if $\alpha=-\lambda \Omega-\lambda^{\prime} \Omega^{\prime}$, then the co-ordinates of the centre are $m=\lambda, m^{\prime}=\lambda^{\prime}$ ). Say this is the "bounding curve," we may regard the linear magnitude of this curve as proportional to a parameter $C$, in such wise that $C$ being indefinitely large, each radius vector of the curve (measured from the centre) is indefinitely large. Upon the foregoing suppositions, regarding the bounding curve as given in its form (for instance, if it be a circle, or a square, or again a rectangle with its sides in a given ratio, \&c.), then as $C$ increases and ultimately becomes infinite, the product in question

$$
\left[1+\frac{u}{a+m \Omega+m^{\prime} \Omega^{\prime}}\right],
$$

tends to and ultimately attains a certain definite value; but this value is dependent on the form of the bounding curve.
395. There is, however, a relation between the values of the product for different forms of the bounding curve; viz. this is

$$
\Pi_{1}=e^{-\frac{2}{2}\left(A_{1}-A_{2} u^{4} \Pi_{3}\right.},
$$

where $A_{1}, A_{2}$ denote the values of the integral

$$
\iint \frac{d m d m^{\prime}}{\left(\alpha+m \Omega+m^{\prime} \Omega^{\prime}\right)^{\mathbf{2}}}
$$

taken for the two forms of the bounding curve respectively.

In particular let the bounding curve be the rectangle $m=\lambda \pm \mu, m^{\prime}=\lambda^{\prime} \pm \mu^{\prime}$, and let the product, when $\mu^{\prime} \div \mu=0$, be called $\Pi_{0}$, and when $\mu^{\prime} \div \mu=\infty$ be called $\Pi_{\infty}$; then if $\Pi$ be the product for any other given form of the bounding curve, we have

$$
\Pi=e^{\frac{h}{1}, u_{4}^{4}} \Pi_{0},=e^{\frac{1}{B} B_{-} u^{2}} \Pi_{\infty},
$$

where $B_{0}, B_{\infty}$ are constants depending on the form of the bounding curve; and observing that $\Pi_{0}$ has the period $2 \Omega$, or say $\Pi_{0}(u+2 \Omega)=\Pi_{0} u$, while $\Pi_{\infty}$ has the period $2 \Omega^{\prime}$, or say $\Pi_{\infty}(u+2 \Omega)=\Pi_{\infty} u$, we obtain

$$
\begin{aligned}
& \Pi(u+2 \Omega)=e^{\frac{1}{3} B_{0}(u+2 \Omega) \Omega} \Pi_{0}=e^{2 B_{n}(u(u+\Omega)} \Pi u, \\
& \Pi\left(u+2 \Omega^{\prime}\right)=e^{\frac{i}{B_{0}}(u+2 n) ?} \Pi_{\infty}=e^{2 B_{-} \alpha^{\prime}(u+\Omega)} \Pi u^{\prime},
\end{aligned}
$$

which shows that the function $\Pi u$ is not perfectly, but to an exponential factor près, periodic in regard to the two quantities $2 \Omega$ and $2 \Omega^{\prime}$ respectively. See as to this theory my papers, Camb. and Dub. Math. Jour. t. Iv. 1845, pp. 257-277, and Liouville, t. x. 1845, pp. 385-420.

Transformation of the function $H, \Theta$. (Only the first transformation is here considered.) Art. No. 396.
396. The equation

$$
\Theta u=\sqrt{\frac{2 k^{\prime} K}{\pi}}\left[1-\frac{\sin ^{2} \frac{\pi u}{2 K}}{\sin ^{2} \frac{(2 m-1) i \pi K^{\prime}}{2 K}}\right], \quad(m=1 \text { to } \infty),
$$

putting therein $\frac{u}{M}, \lambda$ for $u, k$, and attending to the relations $\Lambda=\frac{K}{n, M^{\prime}}, \Lambda^{\prime}=\frac{K^{\prime \prime}}{M}$, becomes
$\Theta\left(\frac{u}{M}, \lambda\right)=\sqrt{\frac{2 \lambda^{\prime} \Lambda}{\pi}}\left[1-\frac{\sin ^{2} \frac{n \pi u}{2 K}}{\sin ^{\prime} \frac{(2 m-1) n i \pi K^{\prime}}{2 K}}\right],(m=1$ to $\infty)$, and we may hence deduce an equation of the form
$\Theta\left(\frac{u}{M}, \lambda\right)=A\left[\Theta\left(u+2 s^{\prime} K\right)\right] . \quad\left(s^{\prime}=-\frac{1}{2}(n-1)\right.$ to $\left.+\frac{1}{2}(n-1).\right)$

In fact, disregarding constant factors we have

$$
\Theta\left(\frac{u}{M}, \lambda\right)=\left[\sin \frac{n \pi}{2 K^{\prime}}\left(u+2 \overrightarrow{m-1} 1 i K^{\prime}\right) \sin \frac{n \pi}{2 K^{( }}\left(u-\overline{2 m-1} i K^{\prime}\right)\right],
$$

or, what is the same thing,

$$
\Theta\left(\frac{u}{M}, \lambda\right)=\left[\sin \frac{n \pi}{2 K}\left(u+\widetilde{2 m-1} i K^{\prime}\right)\right]
$$

if $m$ has now all positive or negative integer values from $-\infty$ to $\infty$ : and similarly

$$
\Theta u=\left[\sin \frac{\pi}{2 K}\left(u+\overline{2 m-1} i K^{\prime}\right)\right] ;
$$

and if in this last equation, we write for $u, u+2 s^{\prime} K$, giving to $s^{\prime}$ all the values from $-\frac{1}{2}(n-1)$ to $+\frac{1}{2}(n-1)$, and multiply the resulting expressions; then by aid of a known trigonometrical formula, we see that $\Theta\left(\begin{array}{l}u \\ M\end{array}, \lambda\right)$ has a value of the form in question. Writing $u=0$, we obtain at onee the value of $A$, and the equation becomes

$$
\Theta\left(\frac{u}{M}, \lambda\right)=\left[\Theta\left(u+\frac{2 s^{\prime} K}{n}\right)\right] \Theta(0, \lambda) \div \Theta 0\left[\Theta^{2}\left(\frac{2 s K}{n}\right)\right] ;
$$

and similarly

$$
I I\left(\frac{u}{M}, \lambda\right)=\left[I\left(u+\frac{2 s^{\prime} K}{n}\right)\right] \cdot \frac{\sqrt{\lambda}}{M \sqrt{ } k} \Theta(0, \lambda) \div \Theta 0\left[-H^{z}\left(\frac{2 s K}{n}\right)\right]
$$

which are formulx for the transformation of the functions $H, \Theta$.

396*. The theory of the transformation of the functions $H u, \Theta u$ might be derived from the double factorial expressions given in No. 393: it is, however, somewhat difficult to carry out the process, and I propose ouly to give a general idea of it. Disregarding a constant faetor we bave

$$
\Theta\left(\begin{array}{l}
u \\
M
\end{array}, \lambda\right)=\left\{1+\frac{u}{2 m \Lambda \Lambda \Lambda+\left(2 m^{\prime}+1\right) i M \Lambda}\right\} ;
$$

c.
which, substituting for $M \Lambda$ and $M \Lambda^{\prime}$ their values $\frac{\dot{K}}{n}$ and $K^{\prime}$, and writing for convenience $l$ in place of $m$, becomes

$$
\Theta\left(\frac{u}{M}, \lambda\right)=\left\{1+\frac{n}{\frac{2 l}{n} K+\left(2 m^{\prime}+1\right) i K^{\prime}}\right\}
$$

where on the right-band side $l, m^{\prime}$ have every integer value whatever from $-\infty$ to $+\infty$ : grouping these according to the remainder of the division $l$ by $n$, we separate the right-hand side into $n$ factors, each of which is a $\Theta$-function with the original periods $K, K^{\prime}$; thus writing $l=m n+s^{\prime}$, where $s^{\prime}$ has any onc of tho values $0,1, \ldots n-1$, and $m$ has any integer value whatever from $-\infty$ to $+\infty$, the factor corresponding to a given value of $s^{\prime}$ is

$$
\begin{aligned}
& =\left\{1+\frac{u+\frac{2 s^{\prime} K}{n}}{2 m K+\left(2 m^{\prime}+1\right) i K}\right\} \\
& \div\left\{1+\frac{\frac{2 s^{\prime} K}{n}}{2 m K+\left(2 m^{\prime}+1\right) i K^{\prime}}\right\}
\end{aligned}
$$

viz. disregarding the constant divisor, the factor is

$$
=\Theta\left(u+\frac{2 s^{\prime} K}{n}\right),
$$

and we thus have $\Theta\left(\frac{u}{M}, \lambda\right)$ expressed as a constant multiple of the product of the $n$ factors $\Theta\left(u+\frac{2 s^{\prime} K}{n}\right)$ : and in like manner $\Pi\left(\frac{u}{M}, \lambda\right)$ is a constant multiple of the product of the $n$ factors $H\left(u+\begin{array}{c}2 s^{\prime} K \\ n\end{array}\right) ; s^{\prime}$ having in cach casc the values $0,1,2, \ldots n-1$, as above.

## Numerator and Denominator functions.

Art. Nos. 397 and 398.
397. The results obtained No. 396 may be written

$$
\Theta\left(\frac{u}{M}, \lambda\right)=\Theta u\left[\Theta\left(u+\frac{2 s K}{n}\right) \Theta\left(u-\frac{2 s K}{n}\right)\right]
$$

into constant factor as above,
$H\left(\frac{u}{M}, \lambda\right)=H u\left[H\left(u+\frac{2 s K}{n}\right) H\left(u-\frac{2 s K}{n}\right)\right]$
into constant factor as above.
We then have

$$
\begin{aligned}
\Theta\left(u+\frac{2 s K}{n}\right) \Theta(u & \left.-\frac{2 s K}{n}\right) \div \Theta^{2} \frac{2 s K}{n} \\
& =\frac{\Theta^{2} u}{\Theta^{2} 0}\left(1-\frac{\Gamma^{2} u}{\Theta^{2} u} \frac{H^{2} \frac{2 s K}{n}}{\Theta^{2} \frac{2 s K}{n}}\right) \\
& =\Theta^{\Theta^{2} u}\left(1-k^{2} \operatorname{sn}^{2} u \operatorname{sn}^{2} \frac{2 s K}{n}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
I\left(u+\frac{2 s K}{n}\right) H(u & \left.-\frac{2 s K}{n}\right) \div\left(-H^{2} \frac{2 s K}{n}\right) \\
& =\frac{\Theta^{2} u}{\Theta^{2} 0}\left(1-\frac{I^{2} u}{\Theta^{2} u} \cdot \frac{\Theta^{2} \frac{2 s K}{n}}{H^{2} \frac{2 s K}{n}}\right) \\
& =\frac{\Theta^{2} u}{\Theta^{2} 0}\left(1-\frac{\operatorname{sn}^{2} u}{\operatorname{sn}^{2} \frac{2 s K}{n}}\right) ;
\end{aligned}
$$

and we thence obtain

$$
\begin{aligned}
& \Theta^{n-1} 0 \Theta\left(\frac{u}{M}, \lambda\right) \div \Theta^{n} u=\frac{\Theta(0, \lambda)}{\Theta 0}\left[1-k^{2} \mathrm{sn}^{2} u \mathrm{sn}^{2} \frac{2 s K}{n}\right], \\
& \Theta^{n-1} 0 I\left(\frac{u}{M}, \lambda\right) \div \Theta^{n} u=\frac{\sqrt{\lambda}}{\bar{M}} \frac{\Theta(0, \lambda)}{\Theta 0} \operatorname{sn} u\left[1-\frac{\operatorname{sn}^{2} u}{\operatorname{sn}^{2} \frac{2 s K}{n}}\right] \\
& 20-2
\end{aligned}
$$

398. Now in the function, see No. 355,
$\sqrt{\lambda} \operatorname{sn}\left(\frac{u}{M}, \lambda\right),=\frac{\sqrt{\lambda} \operatorname{sn} u}{M}\left[1-\frac{\operatorname{sn}^{2} u}{\operatorname{sn}^{2} \frac{2 s K}{n}}\right] \div\left[1-k^{2} \operatorname{sn}^{2} u \operatorname{sn}^{2} \frac{2 s K}{n}\right]$,
multiplying the original numerator and denominator each by $\frac{\Theta^{n}(0, \lambda)}{\Theta^{\prime \prime} 0}$, so that the denominator shall for $u=0$ reduce itself to $\frac{\Theta^{n}(0, \lambda)}{\Theta^{n} 0},=\left\{\frac{\lambda^{\prime} \Lambda}{k^{\prime} K}\right\}^{\frac{1 n}{n}}$, the numerator and denominator are $\Theta\left(\frac{u}{M}, \lambda\right), H\left(\frac{u}{M}, \lambda\right)$, each multiplied by $\Theta^{\alpha-1}(0, \lambda)$ and divided by $\Theta^{n} u$; and in like manner the numerators of $\sqrt{\lambda} \operatorname{sn}\left(\frac{u}{\lambda}, \lambda\right)$, $\sqrt{\frac{\lambda}{\lambda^{\prime}}} \mathrm{cn}\left(\frac{u}{M}, \lambda\right), \frac{1}{\sqrt{\lambda}} \mathrm{dn}\left(\frac{u}{M}, \lambda\right)$, and the common denominator (constant factor as just mentioned) are

$$
H\left(\frac{u}{M}, \lambda\right), H\left(\frac{u}{M}+\Lambda, \lambda\right), \Theta\left(\frac{u}{M}+\Lambda, \lambda\right), \Theta\left(\frac{u}{M}, \lambda\right),
$$

each multiplied by $\Theta^{n-1}(0, \lambda)$ and divided by $\Theta^{n} n$; viz. writing $\Theta_{1} 0$ in place of $\Theta(0, \lambda)$ we have thus the theorem stated Chap. Ix. No. 306.

## CHAPTER XII.

reduction of $\triangle$ differential expression $\frac{R d x}{\sqrt{X}}$.
399. In the present Chapter, working out the steps of the processes referred to, Art. Nos. 1 to 11, we show how the differential expression $\frac{R d x}{\sqrt{X}}$ is by the substitutions $\frac{p+q x}{1+x}$ for $x$, and $\frac{a+b x^{2}}{c+d x^{2}}$ for $x^{2}$, reduced successively to the forms

$$
\frac{R d x}{\sqrt{ \pm\left(1 \pm m x^{x}\right)\left(1 \pm n x^{2}\right)}}, \quad \frac{R d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
$$

but for greater clearness we consider the substitutions under the forms $x=\frac{p+q y}{1+y_{*}}$, and $x^{2}=\frac{a+b y^{2}}{c+d y^{2}}$.

$$
\begin{gathered}
\text { Reduction to the form } \frac{R d x}{\sqrt{ \pm\left(1 \pm m x^{x}\right)\left(1 \pm n x^{2}\right)}} . \\
\text { Art. Nos. } 400 \text { to } 407 .
\end{gathered}
$$

400. We start with an expression

$$
\frac{R d x}{\sqrt{X}}
$$

where $R$ is a rational function of $c, X$ a quartic function with real coefficients, and which is therefore the product of two facturs $\zeta+2 \eta x+\theta x^{2}, \lambda+2 \mu x+\nu x^{2}$, with real coefficients : the values of $x$ are real, and such that $X$ is positive or $\sqrt{\bar{X}}$ real.
401. Writing $x=\frac{p+q y}{1+y}$, we have

$$
d x=\frac{(q-p) d y}{(1+y)^{2}},
$$

and the two factors of $X$ becomo respectively

$$
\begin{aligned}
& \frac{1}{(1+y)^{2}}\left\{\zeta(1+y)^{2}+2 \eta(1+y)(p+q y)+\theta(p+q y)^{2}\right\}, \\
& \frac{1}{(1+y)^{2}}\left\{\lambda(1+y)^{2}+2 \mu(1+y)(p+q y)+\nu(p+q y)^{2}\right\},
\end{aligned}
$$

so that representing for a moment the functions in \{ \} by $M, N$ respectively, the differential expression becomes

$$
=\frac{(q-p) R d y}{\sqrt{11 .}},
$$

where $M N$ is a quartic function of $y$.
402. To make the odd powers of $y$ disappear in the function $M N$, we write

$$
\begin{array}{r}
\zeta+\eta(p+q)+\theta p q=0, \\
\lambda+\mu(p+q)+\nu p q=0,
\end{array}
$$

for $p, q$ being thus determined, then

$$
\begin{aligned}
& M,=\zeta+2 \eta p+\theta p^{2}+\left(\zeta+2 \eta q+\theta q^{2}\right) y^{2}, \\
& N,=\lambda+2 \mu p+\nu p^{2}+\left(\lambda+2 \mu q+\nu q^{2}\right) y^{2},
\end{aligned}
$$

will be funetions of $y^{2}$ only.
The two equations give $p+q$ and $p q$ rationally, but in order that the resulting values of $p, q$ may be real, the values of $p+q$ and $p q$ must be such that $(p+q)^{2}-4 p q,=(p-q)^{2}$, is positive.
403. If the roots of the equation $X=0$ are not all real, that is, if they are either all imagiuary or else two real and two imaginary, wo may take the equation $\lambda+2 \mu x+\nu x^{2}=0$ to have its two roots imaginary, and write therefore $\lambda \nu>\mu^{2}$. But this
being so, the second of the two equations in $p, q$ written in the form

$$
\frac{4 \lambda}{\nu}+\frac{4 \mu}{\nu}(p+q)+(p+q)^{2}-(p-q)^{2}=0
$$

gives

$$
(p-q)^{2}=\left(p+q+\frac{2 \mu}{\nu}\right)^{z}+\frac{4\left(\lambda \nu-\mu^{2}\right)}{\nu^{2}} ;
$$

so that $p+q$ being real, $(p-q)^{2}$ is positive, or $p$ and $q$ are real.
404. If the roots of the equation $X=0$ are all real, let their values be $\alpha, \beta, \gamma, \delta$; then assuming
$\zeta+2 \eta x+\theta x^{2}=\theta(x-\alpha)(x-\beta)$, and $\lambda+2 \mu x+\nu x^{2}=\nu(x-\gamma)(x-\delta)$, tho equations in $p, q$ becomo

$$
\begin{aligned}
& \alpha \beta-\frac{1}{2}(\alpha+\beta)(p+q)+p q=0, \\
& \gamma \delta-\frac{1}{2}(\gamma+\delta)(p+q)+p q=0 ;
\end{aligned}
$$

whence

$$
\begin{aligned}
p+q & =\frac{2(\alpha \beta-\gamma \delta)}{\alpha+\beta-\gamma-\delta}, \\
p q & =\frac{a \beta(\gamma+\delta)-\gamma \delta(\alpha+\beta)}{(\alpha+\beta-\gamma-\delta)},
\end{aligned}
$$

and thence

$$
\frac{1}{4}(p-q)^{2}=\frac{(\alpha-\gamma)(\alpha-\delta)(\beta-\gamma)(\beta-\delta)}{(\alpha+\beta-\gamma-\delta)^{2}},
$$

which is positive if we take for $\alpha, \beta$ the greatest two roots or the least two roots, or the two extreme roots, or the two mean roots; viz. we thus have $(p-q)^{2}$ positive, and therefore $p$ and $q$ real.
405. The rational function $R$ is tho sum of an even function and an odd function of $y$ : the differential expression is thus divided into two parts; that containing the old function may be integrated by circular and logarithmic functions (as at once appears by making therein the substitution $\sqrt{y}$ in place of $y$ ), and there remains for consideration only the part depending
on the even function of $y$, or, what is the same thing, we may take $R$ to be an even function of $y$, that is, a rational function of $x^{2}$.
400. [It may be remarked that in the case where the function $X$ has four real factors, say that the value is $X=(x-\alpha)(x-\beta)(x-\gamma)(x-\delta)$, then writing $y^{2}=\frac{x-\alpha}{x-\beta}$, or, what is the same thing, $x=\frac{a-\beta y^{2}}{1-y^{2}}$, we have

$$
\begin{array}{ll}
x-\alpha=(\alpha-\beta) y^{2}(\div), & x-\beta=(\alpha-\beta)(\div), \\
x-\gamma=\alpha-\gamma-(\beta-\gamma) y^{2}(\div), & x-\delta=\alpha-\delta-(\beta-\delta) y^{2}(\div),
\end{array}
$$

where denominator is $=1-y^{7}$; also $d x=2(\alpha-\beta) y d y \div\left(1-y^{8}\right)^{2}$, and we thence find
$\frac{d x}{\sqrt{x-\alpha \cdot x-\beta} \cdot x-\gamma \cdot x-\delta}=\frac{2 d y}{\sqrt{\alpha-\gamma-(\beta-\gamma) y^{2} \cdot \alpha-\delta-(\beta-\delta) y^{2}},}$ where the radical on the right-hand is in the required form; but in the case where the expression is $\frac{R d x}{\sqrt{X}}$, we have thus in place of $R$ a function of $y^{2}$, so that no part of the integral is directly reducible to eircular or logarithmic functions, and the form of the result would appear to be more complicated than if we had begun by the linear substitution upon $x$.]
407. Restoring $x$ in place of $y$, the conclusion is that the original differential expression may be replaced by one of the form

$$
\frac{R d x}{\sqrt{M N}}
$$

where $R$ is a rational function of $x^{2}$, and $M$ and $N$ are each of them a real function of the form $A+B x^{*}$.

[^6]The function $M N$ may have the several forms

$$
\pm\left(\mathbf{1} \pm m x^{2}\right)\left(\mathbf{1} \pm n x^{2}\right),
$$

where $m$ and $n$ are positive; but we may assume that the signs are not such as to make the function $=^{0}-\left(1+m x^{2}\right)\left(1+n x^{2}\right)$; in fact $X$ assumed to be positive for at least some real value of the original $x$, cannot be by a real substitution transformed into an essentially negative function.

Reduction to the standard form $\frac{R d x}{\sqrt{1-x^{2}} 1-1-k^{2} x^{2}}$.

## Art. Nos. 408 to 412.

408. Retaining for convenience $M / N$ to signify

$$
\pm\left(1 \pm m x^{2}\right)\left(1 \pm n x^{2}\right),
$$

we have to show that $\frac{R d x}{\sqrt{M N}}$ can by the substitution $x^{2}=\frac{a+b y^{2}}{c+d y^{2}}$ be transformed into $\frac{S d y}{\sqrt{1-y^{2} \cdot 1-k^{2} y^{4}}}$, where $S$ is a rational function of $y^{2}$, and $k^{2}$ is positive and $<1$ : and since by the substitution in question $R$ is changed into a rational function of $y^{2}$, the theorem will it is clear hold good if only we have

$$
\frac{\lambda d x}{\sqrt{M} M \bar{N}}=\frac{d y}{\sqrt{1-y^{2} \cdot 1-k^{2} y^{2}}},
$$

where $\lambda$ is a constant. On account of the definite form of the expression on the right-hand side, it is rather more
$\alpha+\beta x^{3}+\gamma^{4}$ is of the form $\lambda^{2}+2 \lambda \mu x^{9} \cos \theta+\mu^{2} x^{4}$, a case which he further considers in Chap. xr. The idea seems to be, that since in the case in question there are no odd powers of $x$, the transformation $x=\frac{p+q y}{1+y}$ of Chap. n. is unnecessary ; if, however, we do make this substitation, we obtain under the radical sign a new quartic function without odd powers: the substitution is found to be $x=\frac{1-y}{1+y} \sqrt{\frac{\lambda}{\mu}}$ (mentioned in Chap, xi.), and the radical is thereby reduced to the form $m^{2}\left(1+p^{2} y^{5}\right)\left(1+q^{9} y^{8}\right)$, which is the foarth case of Chap. inf.
convenient, writing the relation between $a^{2}, y^{2}$ in the form $y^{\prime}=\frac{-a+c x^{2}}{b-d x^{2}}$, to transform this into the form $\frac{d x}{\sqrt{ } M \bar{N}}$ on the left-hand side. The last-mentioned equation gives

$$
\begin{gathered}
y d y=\frac{(b c-a d) x d x}{\left(b-d x^{2}\right)^{2}}, \\
\frac{1}{y}=\frac{\sqrt{b-d x^{2}}}{\sqrt{-a+c x^{2}}} \\
\frac{1}{\sqrt{1-y^{2}}}=\frac{\sqrt{b-d x^{2}}}{\sqrt{b+a-(d+c) x^{2}}}, \\
\frac{1}{\sqrt{1-k^{2} y^{2}}}=\frac{\sqrt{b-d x^{2}}}{\sqrt{b+k^{2} a-\left(d+k^{2} c\right) x^{2}}},
\end{gathered}
$$

and we thence have $\frac{d y}{\sqrt{1-y^{2} \cdot 1-k^{2} y^{2}}}$

$$
=\frac{(b c-a d) x d x}{\sqrt{b-d x^{2} \cdot-a+c x^{2}} \cdot b+a-(d+c) x^{2} \cdot b+k^{2} a-\left(d+k^{2} c\right) x^{2}} .
$$

Here in the denominator one of the four factors must reduce itself to a constant, and another of them to a multiple of $x^{2}$, in order that the second side may be of the required form $\frac{\lambda d x}{\sqrt{ } \mu_{N}}$.
409. For instance, if $b+a=0, d+k^{2} c=0$, that is, $b=-a$, $h^{2}=-\frac{d}{c}$, then the relation between $y^{2}, x^{2}$ is $y^{2}=\frac{a-c x^{2}}{a+d x^{2}}$, and the differential formula, after some easy reductions, becomes

$$
\sqrt{\frac{a}{c}} \frac{d y}{\sqrt{1-y^{2}} \cdot 1-k^{2} y^{2}}=\frac{d x}{\sqrt{1+\frac{d}{a} x^{2} \cdot 1-\frac{c}{a} x^{2}}}
$$

or writing for greater couvenience $a=1$, then we have
XII.] REDUCTION OF A DIFFERENTIAL EXPRESSION.
$y^{2}=\frac{1-c x^{2}}{1+d x^{2}}$, leading to the differential formula

$$
\frac{1}{\sqrt{c}} \frac{d y}{\sqrt{1-y^{4} \cdot 1-k^{4} y^{4}}}=\frac{d x}{\sqrt{1-c x^{2} \cdot 1+d x^{2}}},
$$

where $k^{2}=-\frac{d}{c}$; this implies $c$ positive, $d$ negative and in absolute magnitude less than $c$; and we have thus a formula applicable to the case $M N=\left(1-m x^{2}\right)\left(1-n x^{2}\right)$; viz, assuming $m>n$, we may write $c=m, d=-n$, and the relation then is $y^{2}=\frac{1-m x^{2}}{1-n x^{2}}$, or, what is the same thing, $x^{2}=\frac{1-y^{2}}{m-n y^{2}}$, giving

$$
\frac{1}{\sqrt{m}} \frac{d y}{\sqrt{1-y^{2}} \cdot 1-k^{2} y^{2}}=\frac{d x}{\sqrt{1-m x^{2} \cdot 1-n x^{2}}}
$$

where $k^{n}=\frac{n}{m}$. A more simple formula giving this same relation is $x^{2}=\frac{y^{2}}{m}$.
410. We thus obtain transformations applicable to the several forms of $M N$, viz, numbering the cases as in Legendre's Chap. III., but for the reason appearing in the foot-note p. 312, omitting his first case, we have
2. $M N=\left(1+m x^{2}\right)\left(1-n x^{2}\right), \quad x<\frac{1}{n}$,
3. $M N=-\left(1+m x^{2}\right)\left(1-n x^{2}\right), \quad x>\frac{1}{n}$,
4. $\quad M N=\left(1+m x^{2}\right)\left(1+n x^{2}\right), \quad m>n$,
5. $M N=\left(1-m x^{2}\right)\left(1-n x^{2}\right), \quad m>n, \quad x$ from 0 to $\frac{1}{\sqrt{m}}$, or

$$
\text { from } \frac{1}{\sqrt{n}} \text { to } \infty
$$

6. $\quad M N=-\left(1-m x^{2}\right)\left(1-n x^{2}\right), \quad m>n, \quad x$ from $\frac{1}{\sqrt{m}}$ to $\frac{1}{\sqrt{n}} ;$
' and writing for shortness $Y=1-y^{2} .1-k^{2} y^{2}$, the formule are
7. $\quad h^{2}=\frac{m}{m+n}, \quad x^{2}=\frac{1}{n}\left(1-y^{2}\right), \quad \frac{d x}{\sqrt{M N}}=-\frac{k}{\sqrt{m}} \frac{d y}{\sqrt{\bar{Y}}}$,

$$
\text { or else } x^{2}=\frac{y^{2}}{m+n-m y^{2}}, \quad \frac{d x}{\sqrt{M N}}=\frac{k}{\sqrt{m}} \frac{d y}{\sqrt{Y}},
$$

3. $\quad k^{*}=\frac{n}{m+n}, \quad x^{2}=\frac{1}{n\left(1-y^{2}\right)}, \quad \frac{d x}{\sqrt{M N}}=\frac{k}{\sqrt{n}} \frac{d y}{\sqrt{Y}}$,
4. $\quad k^{2}=\frac{m-n}{n}, \quad x^{2}=\frac{1}{m} \frac{y^{2}}{1+y^{2}}, \quad \frac{d x}{\sqrt{M N}}=\frac{1}{\sqrt{m}} \frac{d y}{\sqrt{Y}}$,
5. $\quad k^{2}=\frac{n}{m}, \quad x^{2}=\frac{y^{2}}{m}$,
$\frac{d x}{\sqrt{M} \bar{N}}=\frac{1}{\sqrt{m}} \frac{d y}{\sqrt{Y}}$,
$6^{\circ} . \quad k^{2}=\frac{m-n}{n}, \quad x^{2}=\frac{1}{m-(m-n) y^{2}}, \quad \frac{d x}{\sqrt{M N}}=\frac{1}{\sqrt{m}} \frac{d y}{\sqrt{Y}}$.
6. It is to be added that if in the expression $\frac{d y}{\sqrt{Y}}$ we have $y>\frac{1}{k}$, in which case writing $Y=\left(y^{2}-1\right)\left(k^{2} y^{2}-1\right)$ the radical is still real, then assuming $y=\frac{1}{k z}$, we have $\frac{d y}{\sqrt{Y}}=-\frac{d z}{\sqrt{Z}}$, where $Z=\left(1-z^{2}\right)\left(1-k^{s} z^{2}\right)$, and as $y$ passes from $\frac{1}{k}$ to $\infty, z$ passes from 1 to 0 . Hence, replacing $y$ or $z$ by the original letter $x$, the conclusion is that in every case the differential expression $\frac{d x}{\sqrt{ \pm\left(1 \pm m x^{2}\right)\left(1 \pm n x^{2}\right)}}$ can by a real substitution $\frac{A+B x^{2}}{C+D x^{4}}$ in place of $x^{4}$ be reduced to the form

$$
\frac{d x}{\sqrt{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)}},
$$

where the variable $x$ extends between the limits 0 and 1 .

Further investigations. Art. Nos. 412 to 417.
412. Reverting to the investigation, Art. Nos. 400-407, but abandoning the condition that the transformation shall be real, it is clear that we can by such a transformation reduce the differential expression to the form

$$
\frac{R d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}
$$

where, however, $k^{\text {t }}$ is not of necessity real, or if real and positive not of necessity less than 1 : it is interesting to inquire further into this question, and to show how the modulus $k$ of this in gencral abnormal form is determined. The process in fact was by a substitution $\frac{p+q x}{1+x}$ in place of $x$, or say by a linear transformation performed upon $x$, to transform the quartic function $X$ into a quartic function $Y$ containing only the even powers of the variable; the solution of this problem depends on a cubic equation which is solved rationally when we know any decomposition of the function $X, Y$ into quadric factors; and it was in order to have such rational solution of the cubic equation, and with a view to obtain real transformations that we commenced by assuming the function $X$ to be decomposed into factors of the form $\left(\zeta+2 \eta x+\theta x^{\eta}\right)\left(\lambda+2 \mu x+\nu x^{*}\right)$ or $\theta(x-\alpha)(x-\beta)(x-\gamma)(x-\delta)$. But analytically it is more clegant to deal with the undecomposed quartic function, as was done by me in a paper in the Camb. and Dub. Math. Journal, t. I. (1846), pp. 70 73, and I here reproduce the investigation.
413. Let the two quartic functions

$$
\begin{aligned}
& P=(a, b, c, d, e)(x, y)^{4}, \\
& P^{\prime}=\left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}\right)\left(x^{\prime}, y^{\prime}\right)^{4}
\end{aligned}
$$

be linear transformations one of the other, say the second is derived from the first by the substitution

$$
x, y=\lambda x^{\prime}+\mu y^{\prime}, \lambda_{1} x^{\prime}+\mu_{\mathrm{s}} y^{\prime} .
$$

Then writing $m=\lambda \mu_{1}-\lambda_{1} \mu$ for the determinant of substitution, we have

$$
\begin{array}{cc} 
& \frac{x d y-y d x}{\sqrt{P}}=\frac{m\left(x^{\prime} d y^{\prime}-y^{\prime} d x^{\prime}\right)}{\sqrt{P^{\prime}}}, \\
\text { or writing } & u=\frac{y}{x}, \quad u^{\prime}=\frac{y^{\prime}}{x^{\prime}},
\end{array}
$$

and therefore

$$
\frac{x d y-y d x}{\sqrt{P}}=\frac{d u}{\sqrt{U}}, \frac{x^{\prime} d y^{\prime}-y^{\prime} d x^{\prime}}{\sqrt{P^{\prime}}}=\frac{d u^{\prime}}{\sqrt{ } U^{\prime}},
$$

where

$$
\begin{aligned}
& U=(a, b, c, d, e)(1, u)^{4}, \\
& U^{\prime}=\left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}, e^{\prime}\right)\left(1, u^{\prime}\right)^{4},
\end{aligned}
$$

the differential equation becomes

$$
\frac{d u}{\sqrt{U}}=m \frac{d u^{\prime}}{\sqrt{U^{\prime}}},
$$

viz. We have this from the transformation $u=\frac{\lambda+\mu u^{\prime}}{\lambda_{1}+\mu_{1} u^{\prime \prime}}$.
The functions $P, P^{\prime}$ are obtained the one from the other by the foregoing linear substitution; viz. if $I, J$ are the invariants of $P$, viz.

$$
\begin{aligned}
& I=a e-4 b d+3 c^{2}, \\
& J=a c e-a d^{2}-b^{2} e+2 b c d-c^{3},
\end{aligned}
$$

and by $I^{\prime}, J^{\prime}$ the corresponding invariants of $P^{\prime}$; then we have hetween the coefficients of the functions and the coefficients of transformation the relations

$$
I^{\prime}=m^{4} I, \quad J^{\prime}=m^{6} J, \text { whence } \frac{J^{\prime 2}}{I^{3}}=\frac{J^{2}}{I^{3}} .
$$

414. Supposing now
or

$$
\begin{gathered}
U^{\prime}=a^{\prime}\left(1+p u^{\prime 2}\right)\left(1+q u^{\prime 2}\right), \\
b^{\prime}=0, d^{\prime}=0,6 c^{\prime}=a^{\prime}(p+q), \quad e^{\prime}=a^{\prime} p q,
\end{gathered}
$$

we have

$$
\begin{aligned}
& I^{\prime}=\frac{1}{12} a^{\prime 2}\left(p^{2}+q^{2}+14 p q\right) \\
& J^{\prime}=\frac{1}{216} a^{\prime 3}(p+q)\left(34 p q-p^{2}-q^{2}\right)
\end{aligned}
$$

and thence $\quad \frac{(p+q)^{2}\left(34 p q-p^{2}-q^{2}\right)^{2}}{\left(p^{2}+q^{2}+14 p q\right)^{2}}=\frac{27 J^{2}}{I^{2}}$,
or, as this may also be written,

$$
\frac{108 p q(p-q)^{4}}{\left(p^{2}+q^{2}+14 p q\right)^{3}}=1-\frac{27 J^{2}}{I^{3}}
$$

which determines the relation between $p$ and $q$. Also

$$
\frac{m}{\sqrt{a^{3}}}=\left(\frac{p^{2}+q^{2}+14 p q}{12 I}\right)^{\frac{t}{2}}
$$

so that the differential equation is

$$
\frac{d u}{\sqrt{U}}=\left(\frac{p^{2}+q^{2}+14 p q}{12 I}\right)^{\frac{t}{2}} \cdot \frac{d u^{\prime}}{\sqrt{1+p u^{\prime 2} \cdot 1+q u^{2}}}
$$

415. If in particular $p=-1$, then writing also $-q$ in place of $q$, this is

$$
\frac{d u}{\sqrt{U}}=\left(\frac{q^{2}+14 q+1}{12 I}\right)^{\frac{1}{2}} \cdot \frac{d u^{\prime}}{\sqrt{1-u^{\prime 2} \cdot 1-q u^{\prime 2}}}
$$

where $q$ is determined by the equation

$$
\frac{108 q(1-q)^{4}}{\left(q^{2}+14 q+1\right)^{3}}=1-\frac{27 J^{2}}{1^{3}}
$$

Writing for shortness

$$
1-\frac{27 J^{2}}{I^{5}}=\frac{27}{4 M}
$$

the equation in $q$ becomes

$$
\left(q^{2}+14 q+1\right)^{3}-16 M q(q-1)^{4}=0
$$

or, as this may be written,

$$
\left(q+\frac{1}{q}+14\right)^{3}-16 M\left(q^{\prime}-q^{-1}\right)^{4}=0
$$

viz. writing $q^{4}-q^{-i}=\frac{4}{\sqrt{\theta-1}}$, this is $\theta^{3}-M(\theta-1)=0$, which determines $\theta$, and then

$$
q=\frac{7+\theta+4 \sqrt{\theta+3}}{\theta-1} .
$$

416. Suppose $q=\alpha$ is one of the values of $q$, the equation becomes

$$
\begin{aligned}
\frac{\left(q^{2}+14 q+1\right)^{3}}{q(q-1)^{4}} & =\frac{\left(\alpha^{2}+14 x+1\right)^{2}}{\alpha(\alpha-1)^{4}} \\
& =\frac{\left(\beta^{a}+14 \beta^{4}+1\right)^{s}}{\beta^{4}\left(\beta^{4}-1\right)^{4}} \text { if } \alpha=\beta^{a} .
\end{aligned}
$$

Now if $q=\binom{1-\beta}{1+\beta}^{4}$, then

$$
q^{2}+14 q+1=\frac{16\left(\beta^{a}+14 \beta^{4}+1\right)}{(1+\beta)^{8}}, q-1=\frac{-8 \beta\left(1+\beta^{2}\right)}{(1+\beta)^{4}},
$$

which satisfy the equation : hence also identically

$$
\begin{aligned}
\left(q^{2}+14 q+1\right)^{s}-q(q-1)^{4} & \frac{\left(\beta^{3}+14 \beta^{4}+1\right)^{3}}{\beta^{4}\left(\beta^{4}-1\right)^{4}} \\
=\left(q-\beta^{4}\right)\left(q-\frac{1}{\beta^{4}}\right) & \left\{q-\left(\frac{1-\beta}{1+\beta}\right)^{4}\right\}\left\{q-\left(\frac{1+\beta}{1-\beta}\right)^{4}\right\} \\
& \times\left\{q-\left(\frac{1-\beta i}{1+\beta_{i}}\right)^{4}\right\}\left\{q-\left(\frac{1+\beta^{4}}{1-\beta i}\right)\right\}
\end{aligned}
$$

or the values of $q$ take the form

$$
\beta^{4}, \frac{1}{\beta^{4}},\left(\frac{1-\beta}{1+\beta}\right)^{4},\binom{1+\beta}{1-\beta}^{4},\left(\frac{1-\beta i}{1+\beta i}\right)^{4},\binom{1+\beta i}{1-\beta i}^{4} .
$$

(Compare Abel, Cuures, t. 1. p. 310); viz. when by a linear
substitution performed on the variable $u$, we reduce the expression $\frac{d u}{\sqrt{U}}$ to the form

$$
\frac{d u^{\prime}}{\sqrt{1-u^{\prime 2}} \cdot 1-q u^{\prime 2}},
$$

the squared modulus $q$ of the resulting form is determined by a sextic equation depending upon $\frac{T^{3}}{J^{2}}$, the absolute invariant of the original quartic function $U$, and such that its several roots can be expressed in terms of any one of them in the manner just appearing.
417. Jacobi, in the Fund. Nova, pp. 6-17, treats the question of reduction in a somewhat different manner, giving it as an illustration of his general theory of transformation, explained ante, Chap. viI. He proposes to transform the expression

$$
\frac{d y}{\sqrt{ \pm(y-\alpha)(y-\beta)(y-\gamma)(y-\delta)}},
$$

into the form

$$
\begin{gathered}
\frac{d x}{M \sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}} \\
y=\frac{a+a^{\prime} x+a^{\prime \prime} x^{2}}{b+b^{\prime} x+b^{\prime \prime} x^{2}} .
\end{gathered}
$$

Writing for shortness $U, V$ for the numerator and denominator of this fraction respectively, it follows from the general theory that there will be such a transformation if only

$$
\begin{aligned}
(U-\alpha V)(U & -\beta V)(U-\gamma V)(U-\delta V) \\
& =K\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)(1+m x)^{2}(1+n x)^{2},
\end{aligned}
$$

$K, m, n$ being constants; and he is thence led to assume

$$
\begin{aligned}
& U-\alpha V=A(1-x)(1-k x), \\
& U-\beta V=B(1+x)(1+k x), \\
& U-\gamma V=C(1+m x)^{2}, \\
& U-\delta V=D(1+n x)^{2},
\end{aligned}
$$

where $A, B, C, D$ are constants, one of which may be assumed at pleasure. Having found $C \div D$ equal to a fraction, he c.
assumes $C$ and $D$ equal to the numerator and denominator of this fraction respectively, viz.

$$
C=\sqrt{\alpha-\gamma \cdot \beta-\gamma}, \quad D=\sqrt{\alpha-\delta \cdot \beta-\delta} ;
$$

and he then further finds

$$
\begin{aligned}
& A=-\frac{\sqrt{\alpha-\gamma \cdot \alpha-\delta}}{\gamma-\delta}\{\sqrt{\alpha-\gamma \cdot \beta-\delta}-\sqrt{\alpha-\delta \cdot \beta-\gamma}\}, \\
& B=\frac{\sqrt{\beta-\gamma \cdot \beta-\delta}}{\gamma-\delta}\{\sqrt{\alpha-\gamma \cdot \beta-\delta}-\sqrt{\alpha-\delta \cdot \beta-\gamma}\}, \\
& \sqrt{k}=\frac{\sqrt{\alpha-\gamma \cdot \beta-\delta}-\sqrt{\alpha-\delta \cdot \beta-\gamma}}{\sqrt{\alpha-\gamma \cdot \beta-\delta}+\sqrt{\alpha-\delta \cdot \beta-\gamma}}, \\
& M=\left\{\{\sqrt{\alpha-\gamma \cdot \beta-\delta}-\sqrt{\alpha-\delta \cdot \beta-\gamma}\}^{2},\right.
\end{aligned}
$$

which completes the system of values.
Moreover, $m=-n=\sqrt{k}$, and consequently the expression of $y$ in terms of $x$ may be written

$$
\frac{y-\gamma}{y-\delta}=\frac{\sqrt{\alpha-\gamma \cdot \beta-\gamma}}{\sqrt{\alpha-\delta \cdot \beta-\delta}}\left(\frac{1+x \sqrt{k}}{1-x \sqrt{k}}\right)^{2} .
$$

The results, adapted to give real transformations, and for the different limits of the integrals, are given in the tables I., II., III., IV., pp. 12 to 17.
418. It is somewhat remarkable that Jacobi fails to remark, as coming under his form $y=\frac{a+a^{\prime} x+a^{\prime \prime} x^{2}}{b+b^{\prime} x+b^{\prime \prime} x^{2}}$, the beforementioned transformation $y=\frac{\alpha-\beta x^{2}}{1-x^{2}}$, which in fact reduces the expression $\frac{d y}{\sqrt{y-\alpha \cdot y-\beta \cdot y-\gamma \cdot y-\delta}}$ to the form

$$
\frac{2 d x}{\sqrt{a-\gamma-(\beta-\gamma) x^{2} \cdot a-\delta-(\beta-\delta) x^{2}}},
$$

which is $=\frac{d x}{M \sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}$; and this is the more singular,
that the transformation at which he arrives may be separated into the two transformations $\frac{y-\gamma}{y-\delta}=z^{2}$, that is $y=\frac{\gamma-\delta z^{2}}{1-z^{2}}$, which is a transformation of the form in question, and the further linear transformation $z=m\left(\frac{1+x \sqrt{k}}{1-x \sqrt{k}}\right)$, which is unnecessary, in so far as the quartic function of $z$ is already a function without odd powers, at once reducible to the standard form $1-z^{2} .1-k^{3} z^{1}$. At the conclusion of his investigation Jacobi remarks that the inverse substitution $x=\frac{a+a^{\prime} y+a^{\prime \prime} y^{2}}{b+b^{\prime} y+b^{\prime \prime} y^{\prime \prime}}$ leads also to very elegant results. I have not investigated the formulx.

It may be added that, applying the transformation

$$
y=\frac{a+a^{\prime} x+a^{\prime \prime} x^{\prime}}{b+b^{\prime} x+b^{\prime \prime} x^{\prime \prime}}
$$

to a differential expression $\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}$ of the standard form, so as to obtain a new expression of the like form with a different modulus, there are in all eighteen such transformations, viz., six wherein the equation of transformation is of the form

$$
y=\frac{a+a^{\prime \prime} x^{2}}{b+b^{\prime \prime} x^{2}}
$$

four where it is of the form

$$
y=\frac{a^{\prime} x}{b+b^{\prime \prime} x^{2}},
$$

and eight where it is of the form

$$
y=m \frac{a+a^{\prime} x+a^{\prime \prime} x^{2}}{a-a^{\prime} x+a^{\prime \prime} x^{\prime \prime}}
$$

See as to this Abel's letter to Legendre (1828), Euvres, t. II. p. 256.

## CHAPTER XIII.

QUADRIC TRANSFORMATION OF THE ELLIPTIC INTEGRALS OF THE FIRST AND SECOND KIND: THE ARITHMETICO-GEOmetrical mean.
419. Writing for greater convenience $\phi_{1}$ in place of $\theta$, and $k_{1}$ in place of $\lambda$, it has already been shown, ante No. 243, that if $k_{1}=\frac{1-k^{\prime}}{1+k^{\prime}}$ and $k_{1} \sin \phi_{1}=\sin \left(2 \phi-\phi_{1}\right)$, then

$$
\frac{d \phi}{\Delta(k, \phi)}=\frac{1}{2}\left(1+k_{1}\right) \frac{d \phi_{1}}{\Delta\left(k_{1}, \phi_{1}\right)},
$$

or what is the same thing, $F(k, \phi)=\frac{1}{2}\left(1+k_{1}\right) F\left(k_{1}, \phi_{1}\right)$.
But there is as regards this transformation a peculiar convenience in adopting, instead of the standard form of radical $\sqrt{1-h^{2}} \sin ^{2} \bar{\phi}$, a new form $\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}$ (where $a$ is taken to be $>b$ ); and I write in the present Chapter

$$
\begin{aligned}
& F(a, b, \phi)=\int \frac{d \phi}{\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}}, \\
& E(a, b, \phi)=\int d \phi \sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}
\end{aligned}
$$

where the integrals are taken from zero.
Obviously

$$
\sqrt{a^{3} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}=\sqrt{a^{2}-\left(a^{2}-b^{2}\right) \sin ^{2} \phi},=a \sqrt{1-k^{2} \sin ^{2} \phi}
$$

if $k^{2}=1-\frac{b^{2}}{a^{2}}$ (whence also $k^{\prime}=\frac{b}{a}$ ); and the two functions are thus $=a^{-1} F(k, \phi)$ and $a E(k, \phi)$ respectively.

Geometrical Investigation of the formule of Transformation. Art. Nos. 420 to 423.
420. I reproduce the original geometrical investigation of Landen's transformation in the new notation, as follows:

Taking in the figure $P$ a point on the circle, $O$ the centre, $Q$ any other point on the diameter $A B$,

$$
Q A=a, \quad Q A=b, \quad \angle A Q P=\phi_{1}, \quad \angle A B P=\phi,
$$

and therefore

$$
\angle A O P=2 \phi,
$$


we write

$$
a_{1}=\frac{1}{2}(a+b), b_{1}=\sqrt{a b}, c_{1}=\frac{1}{2}(a-b) ;
$$

we have then

$$
\begin{aligned}
& O A=O B=O P=a_{1} ; O Q=a_{1}-b,=\frac{1}{2}(a-b),=c_{1} ; \\
& Q P \sin \phi_{1}=\quad a_{1} \sin 2 \phi \\
& Q P \cos \phi_{1}=c_{1}+a_{1} \cos 2 \phi
\end{aligned}
$$

and

$$
Q P^{a},=c_{1}^{2}+2 c_{1} a_{1} \cos 2 \phi+a_{1}^{2},
$$

$$
\begin{aligned}
& =\frac{1}{2}\left(a^{2}+b^{7}\right)+\frac{1}{2}\left(a^{2}-b^{7}\right) \cos 2 \phi, \\
& =\frac{1}{2}\left(a^{2}+b^{7}\right)\left(\cos ^{2} \phi+\sin ^{2} \phi\right)+\frac{1}{2}\left(a^{2}-b^{2}\right)\left(\cos ^{4} \phi-\sin ^{2} \phi\right), \\
& =a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi ;
\end{aligned}
$$

that is,

$$
\begin{aligned}
& \sin \phi_{1}=\frac{a_{1} \sin 2 \phi}{\sqrt{a^{2} \cos ^{2} \phi+b^{4} \sin ^{2} \phi}} ; \\
& \cos \phi_{1}=\frac{c_{1}+a_{1} \cos 2 \phi}{\sqrt{a^{4} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}} ;
\end{aligned}
$$

and thence

$$
a_{1}^{2} \cos ^{2} \phi_{1}+b_{1}^{2} \sin ^{2} \phi_{1}=\frac{a_{1}^{2}\left(a \cos ^{2} \phi+b \sin ^{4} \phi\right)^{2}}{a^{2} \cos ^{2} \phi+b^{7} \sin ^{2} \phi} .
$$

421. We hence find

$$
\begin{aligned}
& \sin \left(2 \phi-\phi_{1}\right)=\frac{\frac{1}{2}(a-b) \sin 2 \phi}{\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}} \\
& \cos \left(2 \phi-\phi_{1}\right)=\frac{a \cos ^{2} \phi+b \sin ^{2} \phi}{\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}}
\end{aligned}
$$

and then further

$$
\cos \left(2 \phi-\phi_{1}\right)=\frac{1}{a_{1}} \sqrt{a_{1}^{2} \cos ^{2} \phi+b_{1}^{2} \sin ^{2} \phi} .
$$

Considering the point $P$ consecutive to $P$, we have

$$
P Q d \phi_{1}=P P^{\prime} \sin P^{\prime} P Q,=2 a_{1} d \phi \cos \left(2 \phi-\phi_{1}\right) ;
$$

viz. substituting for $P Q$ its value, we have

$$
2 d \phi \sqrt{a_{1}^{2} \cos ^{2} \phi+b_{1}^{2} \sin ^{2} \phi}=\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi} d \phi_{1} ;
$$

that is,

$$
\frac{2 d \phi}{\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}}=\frac{d \phi_{1}}{\sqrt{a_{1}^{2} \cos ^{2} \phi_{1}+b_{1}^{x} \sin ^{2} \phi_{1}}}
$$

the required differential relation : and by integration

$$
F(a, b, \phi)=\frac{1}{2} F\left(a_{1}, b_{1}, \phi_{1}\right) .
$$

422. Moreover

$$
\sin ^{2} \phi_{1}=\frac{4 a_{1}{ }^{2} \sin ^{2} \phi \cos ^{2} \phi}{a^{2} \cos ^{2} \phi+b^{4} \sin ^{2} \phi} .
$$

Write for a moment
then

$$
\begin{aligned}
X-a^{2} & =\left(b^{2}-a^{2}\right) \sin ^{2} \phi, \\
X-b^{2} & =\left(a^{2}-b^{2}\right) \cos ^{2} \phi, \\
\left(X-a^{2}\right)\left(X-b^{2}\right) & =-4(a-b)^{2} a_{2}^{2} \sin ^{2} \phi \cos ^{2} \phi ;
\end{aligned}
$$

and therefore
$\left(X-a^{2}\right)\left(X-b^{2}\right)+X(a-b)^{2} \sin ^{2} \phi_{1}=0$, that is $X^{2}+X\left[-\left(a^{2}+b^{2}\right)\left(\sin ^{2} \phi_{1}+\cos ^{2} \phi_{1}\right)+(a-b)^{2} \sin ^{2} \phi_{1}\right]+a^{2} b^{2}=0$, or, what is the same thing,

$$
\begin{aligned}
& \left(X-\left\{\frac{1}{2}\left(a^{2}+b^{2}\right) \cos ^{2} \phi_{1}+a b \sin ^{2} \phi_{1}\right\}\right)^{2} \\
& =\frac{1}{6}\left(a^{2}+b^{2}\right)^{2} \cos ^{4} \phi_{1}+\left(a^{2}+b^{2}\right) a b \cos ^{2} \phi_{1} \sin ^{2} \phi_{1}+a^{2} b^{2} \sin ^{4} \phi_{1} \\
& \quad-a^{2} b^{2} \cos ^{4} \phi_{1}-2 a^{2} b^{2} \cos ^{2} \phi_{1} \sin ^{2} \phi_{1}-a^{2} b^{2} \sin ^{4} \phi_{1} \\
& =\frac{1}{6}\left(a^{2}-b^{7}\right)^{2} \cos ^{4} \phi_{1}+a b(a-b)^{2} \cos ^{2} \phi_{1} \sin ^{2} \phi_{1} \\
& =4 c_{1}^{2} \cos ^{4} \phi_{1}\left(a_{1}^{2} \cos ^{4} \phi_{1}+b_{1}^{7} \sin ^{2} \phi_{1}\right) ;
\end{aligned}
$$

viz. restoring for $\boldsymbol{X}$ its value, we have

$$
\begin{aligned}
& a^{7} \cos ^{2} \phi+b^{7} \sin ^{2} \phi \\
& \quad=\frac{1}{2}\left(a^{3}+b^{7}\right) \cos ^{7} \phi_{1}+a b \sin ^{2} \phi_{1}+2 c_{1} \cos \phi_{1} \sqrt{a_{1}^{3} \cos ^{9} \phi_{1}+b_{1}^{2} \sin ^{2} \phi_{1}} \\
& =2\left(a_{1}^{2} \cos ^{2} \phi_{1}+b_{1}^{2} \sin ^{2} \phi_{1}\right)-b_{1}^{2}+2 c_{1} \cos \phi_{1} \sqrt{a_{1}^{7} \cos ^{7} \phi_{1}+b_{1}^{7} \sin ^{2} \phi_{1}},
\end{aligned}
$$

which is another form of the integral equation.
423. Write this in the form

$$
\begin{aligned}
& \left(a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi\right) \div \sqrt{a_{1}^{2} \cos ^{2} \phi_{1}+b_{1}^{2} \sin ^{2} \phi_{1}}= \\
& 2\left\{\sqrt{a_{1}^{2} \cos ^{2} \phi_{1}+b_{1}^{2} \sin ^{2} \phi_{1}}-\frac{\frac{1}{2} b_{1}^{2}}{\sqrt{a_{1}^{2} \cos ^{2} \phi_{1}+b_{1}^{2} \sin ^{2} \phi_{1}}}+c_{1} \cos \phi_{1}\right\} ;
\end{aligned}
$$

then combining with

$$
\frac{2 d \phi}{\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}}=\frac{d \phi_{1}}{\sqrt{a_{1}^{2} \cos ^{2} \phi_{1}+b_{1}^{2} \sin ^{2} \phi_{1}}}
$$

we have

$$
\begin{aligned}
& d \phi \sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}= \\
& d \phi_{1}\left\{\sqrt{a_{1}^{2} \cos ^{2} \phi_{1}+b_{1}^{2} \sin ^{2} \phi_{1}}-\frac{\frac{1}{2} b_{1}^{2}}{\sqrt{a_{1}^{2} \cos ^{2} \phi_{1}+b_{1}^{2} \sin ^{2} \phi_{1}}}+c_{1} \cos \phi_{2}\right\} ;
\end{aligned}
$$

and thence by integration

$$
\left.E(a, b, \phi)=E\left(a_{1}, b_{1}, \phi_{2}\right)-\frac{1}{2} b_{1}^{2} F\left(a_{1}, b_{1}, \phi\right)+c_{1} \sin \phi_{1},\right]
$$

and ante, No. 421, we have

$$
F(a, b, \phi)=\frac{1}{2} F\left(a_{1}, b_{1}, \phi_{1}\right),
$$

which are the required transformation equations corresponding to the relation

$$
\sin \phi_{1}=\frac{a_{1} \sin 2 \phi}{\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}} .
$$

## Reduction to Standard Form of Radical.

Art. Nos. 424 to 425.
424. The two angles correspond to each other as follows,

$$
\begin{array}{ll}
\phi=0, & \phi_{1}=0, \\
\phi=\tan ^{-1} \frac{\sqrt{a}}{\sqrt{b}}, & \phi_{1}=\frac{1}{2} \pi, \\
\phi=\frac{1}{2} \pi, & \phi_{1}=\pi,
\end{array}
$$

viz. $\phi$ passing from 0 to $\frac{1}{2} \pi, \phi_{1}$ passes from 0 to $\pi$; and for $\phi=\frac{1}{2} \pi$ the functions of $\phi_{1}$ are consequently the doubles of the complete functions; we thus obtain

$$
\begin{aligned}
& E(a, b)=2 E\left(a_{1}, b_{1}\right)-b_{1}^{2} F(a, b), \\
& F(a, b)=F\left(a_{1}, b_{1}\right),
\end{aligned}
$$

where $E(a, b)$, \&c., denote the complete functions.
425. Recollecting that $k^{2}=1-\frac{b^{2}}{a^{2}}$, whence $k^{\prime}=\frac{b}{a}$; and assuming also $k_{1}^{2}=1-\frac{b_{1}^{2}}{a_{1}^{2}}$, we have

$$
k_{1}^{2}=\frac{1}{a_{1}^{2}}\left(a_{1}^{2}-b_{1}^{2}\right)=\frac{(a-b)^{2}}{(a+b)^{2}}=\frac{\left(1-k^{\prime}\right)^{2}}{\left(1+k^{\prime}\right)^{2}}
$$

that is $k_{1}=\frac{1-k^{\prime}}{1+k^{\prime}}$ as before, and the formula become

$$
\begin{aligned}
& E(k, \phi)=\frac{a_{1}}{a} E\left(k_{1}, \phi_{1}\right)-\frac{1}{2} \frac{b_{1}^{2}}{a_{1} a} F\left(k_{1}, \phi_{1}\right)+\frac{c_{1}}{a} \sin \phi_{1} \\
& F(k, \phi)=\frac{1}{2} \frac{a}{a_{1}} F\left(k_{1}, \phi\right)
\end{aligned}
$$

or, what is the same thing,
$E(k, \phi)=\frac{1}{2}\left(1+k^{\prime}\right) E\left(k_{1}, \phi_{1}\right)-\frac{k^{\prime}}{1+k^{\prime}} F\left(k_{1}, \phi_{1}\right)+\frac{1}{2}\left(1-k^{\prime}\right) \sin \phi_{1}$,
$F(k, \phi)=\frac{1}{\left(1+k^{\prime}\right)} F\left(k_{1}, \phi_{1}\right)$,
where

$$
\sin \phi_{1}=\frac{\frac{1}{2}\left(1+k^{\prime}\right) \sin 2 \phi}{\sqrt{1-k^{2} \sin ^{2} \phi}} ;
$$

but it is convenient, in the first instance at any rate, to retain the formule in their original form.

Continued Repetition of the Transformation. Arts. Nos. 426 to 429.
426. In the same manner as $a_{1}, b_{1}, c_{1}$ were derived from $a, b$, we may from $a_{1}, b_{1}$ derive $a_{3}, b_{2}, c_{2}$, and so on indefinitely: viz.

$$
\begin{array}{lll}
a_{1}=\frac{1}{2}(a+b), & b_{1}=\sqrt{a_{b}}, & c_{1}=\frac{1}{2}(a-b) \\
a_{3}=\frac{1}{2}\left(a_{1}+b_{1}\right), & b_{2}=\sqrt{a_{1} b_{1}}, & c_{2}=\frac{1}{2}\left(a_{1}-b_{2}\right) \\
a_{3}=\frac{1}{2}\left(a_{2}+b_{3}\right), & b_{3}=\sqrt{a_{3} b_{3}}, & c_{3}=\frac{1}{2}\left(a_{2}-b_{2}\right) ;
\end{array}
$$

it is easy to see that, as $n$ increases, $a_{n}$ and $b_{n}$ will approach (and that very rapidly) one and the same determinate limit, which from the mode of obtaining it from the two original quantities ( $a, b$ ), is said to be the "arithmetico-geometrical mean" of these quantities, and is represented by $M(a, b)$ : and of course $c_{n}$ will rapidly approach the limiting value zero.

But for $a_{n}=b_{n}$ we have

$$
F\left(a_{n}, b_{n}, \phi\right)=a_{n}^{-1} \phi, \quad E\left(a_{n}, b_{n}, \phi\right)=a_{n} \phi ;
$$

and in particular

$$
F\left(a_{n}, b_{n}\right)=a_{n}^{-1} \cdot \frac{1}{2} \pi, \quad E\left(a_{n}, b_{n}\right)=a_{n} \cdot \frac{1}{2} \pi .
$$

427. Considering first the complete function $F(a, b)$, we have

$$
F(a, b)=F\left(a_{1}, b_{1}\right) \ldots=F\left(a_{n}, b_{n}\right)=\frac{1}{2} \pi \div M(a, b),
$$

viz. the complete function is given as $\frac{1}{2} \pi$ into the reciprocal of the arithmetico-geometrical mean of $a, b$.
428. Considering next the incomplete function $F(a, b, \phi)$, the equations
$\sin \phi_{1}=\frac{a_{1} \sin 2 \phi}{\sqrt{a^{2} \cos ^{4} \phi+b^{2} \sin ^{2} \phi}}, \sin \phi_{2}=\frac{a_{2} \sin 2 \phi}{\sqrt{a_{1} \sin ^{2} \phi_{1}+b_{1}^{3} \sin ^{2} \phi_{1}}}, \& c$.
show without difficulty that as $n$ increases, $\phi_{n}$ continually approaches a value, $=2^{n}$ into a determinate magnitude, say $M(a, b, \phi)$ : in fact $n$ being large and therefore $a_{n-1}, b_{n-1}, a_{n}$ approximately equal, we have very nearly $\sin \phi_{n}=\sin 2 \phi_{n-1}$, that is $\phi_{n}=2 \phi_{n-1}$ : the limit in question $M(a, b, \phi)$ is of course to be calculated from $a, b, \phi$ by means of the equation itself $\phi_{m}=\varepsilon^{n} M(a, b, \phi):$ and it is to be remarked that for $\phi=\frac{1}{8} \pi$, the value of $\phi_{n}$ is $=2^{n} . \frac{1}{2} \pi$, so that $M\left(a, b, \frac{1}{2} \pi\right)=\frac{1}{8} \pi$.

The equations $F(a, b, \phi)=\frac{1}{2} F\left(a_{1}, b_{1}, \phi_{1}\right)=\ldots$ then give

$$
F(a, b, \phi) \ldots=\frac{1}{2^{n}} F\left(a_{n}, b_{n}, \phi_{n}\right)=\frac{1}{2^{n}} \cdot \frac{1}{a_{n}} \phi_{n}=\frac{M(a, b, \phi)}{M(a, b)} .
$$

Or if we choose to combine this with

$$
F(a, b)=\frac{1}{8} \pi \div M(a, b),
$$

then

$$
F(a, b, \phi)=\frac{2}{\pi} M(a, b, \phi) F(a, b) .
$$

429. Considering next the $E$-formula, this may be written

$$
\begin{aligned}
& {\left[E(a, b, \phi)-a^{2} F(a, b, \phi)\right]=\left[E\left(a_{1}, b_{1}, \phi_{1}\right)-a_{1}^{2} F\left(a_{1}, b_{1}, \phi_{2}\right)\right]} \\
& +F\left(a_{1}, b_{1}, \phi_{1}\right)\left(a_{1}^{2}-\frac{1}{2} a^{2}-\frac{1}{2} b_{1}^{2}\right)+c_{1} \sin \phi_{1},
\end{aligned}
$$

where in the second line the coefficient of $F\left(a_{1}, b_{1}, \phi_{1}\right)$ is $-\frac{1}{4}\left(a^{3}-b^{2}\right),=-a_{1} c_{1}$, or the equation is

$$
\begin{aligned}
{\left[E(a, b, \phi)-a^{2} F(a, b, \phi)\right]=[ } & {\left[\left(a_{1}, b_{1}, \phi_{1}\right)-a_{1}{ }^{9} F\left(a_{1}, b_{1}, \phi_{2}\right)\right] } \\
& -a_{1} c_{1} F\left(a_{1}, b_{1}, \phi_{1}\right)+c_{1} \sin \phi_{1} .
\end{aligned}
$$

And hence observing that as $n$ increases

$$
E\left(a_{n}, b_{n}, \phi_{n}\right)-a_{n}^{2} F\left(a_{n}, b_{n}, \phi_{n}\right)
$$

continually approaches to zero, we obtain

$$
\begin{aligned}
E(a, b, \phi)-a^{2} F(a, b, \phi)=- & \left\{2 a_{1} c_{1}+4 a_{2} c_{2}+8 a_{1} c_{1} \ldots\right\} F(a, b, \phi) \\
& +c_{1} \sin \phi_{1}+c_{2} \sin \phi_{2}+c_{1} \sin \phi_{2}+\ldots
\end{aligned}
$$

Or substituting for $F(a, b, \phi)$ its value

$$
\begin{aligned}
& E(a, b, \phi)=\left\{a^{2}-2 a_{1} c_{2}-4 a_{2} c_{2}-\ldots\right\} \frac{M\left(a, b_{1} \phi\right)}{M(a, b)} \\
&+\left(c_{1} \sin \phi_{1}+c_{2} \sin \phi_{2}+c_{1} \sin \phi_{1}+\ldots\right)
\end{aligned}
$$

and in particular if $\phi=\frac{1}{2} \pi$, then $\phi_{1}=\pi, \phi_{2}=2 \pi$, \&c.,

$$
M\left(a, b, \frac{1}{8} \pi\right)=\frac{1}{8} \pi
$$

as before, and the equation becomes

$$
E(a, b)=\left\{a^{2}-2 a_{1} c_{1}-4 a_{3} c_{3}-\ldots\right\} \frac{1}{3} \pi \div M(a, b) .
$$

Reduction to Standard Form of Radical.
Art. Nos. 430 to 431.
430. Introducing the modulus $k$, viz. writing $b=a k^{\prime}$, and ultimately $a=1$, the formula for $F(a, b)$ becomes

$$
F_{1}(k)=\frac{1}{2} \pi \div M\left(1, k^{\prime}\right) ;
$$

viz. the complete function is given as $=\frac{1}{2} \pi$ into the reciprocal of the arithmetico-geometrical mean of 1 and the complementary modulus.

Gauss has given the formula

$$
\frac{1}{M(1+x, 1-x)}=1+\frac{1^{2}}{2^{2}} x^{2}+\frac{1^{2} \cdot 3^{2}}{2^{2} \cdot 4^{2}} x^{4}+\ldots
$$

Writing this under the form

$$
\frac{1}{M\left(1+k_{1}, 1-k_{1}\right)}=1+\frac{1}{2^{2}} k_{1}^{2}+\frac{1^{2} \cdot 3^{2}}{2^{2} \cdot 4^{2}} k_{2}^{4}+\ldots
$$

we at once connect it with the formula last obtained: viz. the right-hand side is

$$
=\frac{2}{\pi} F_{\mathrm{t}} k_{1}=\frac{2}{\pi} \frac{1}{1+k_{1}} F_{\mathrm{t}} k=\frac{1}{\left(1+k_{1}\right) M\left(\overline{1}, k^{\prime}\right)} .
$$

Or the equation is

$$
M\left(1+k_{1}, 1-k_{2}\right)=\left(1+k_{1}\right) M\left(1, k^{\prime}\right)=\left(1+k_{1}\right) M\left(1, \frac{1-k_{1}}{1+k_{1}}\right)
$$

which is obviously true, since in general

$$
M(a, b)=\theta M\left(\frac{a}{\theta}, \frac{b}{\theta}\right)
$$

The formula for $F(a, b, \phi)$ gives in like manner

$$
F(k, \phi)=\frac{M\left(1, k^{\prime}, \phi\right)}{M\left(1, k^{\prime}\right)},
$$

which is a formula for the numerical calculation of the function $\boldsymbol{F}(k, \phi)$.
431. Proceeding next to the function $E$, we have

$$
\begin{aligned}
E(k, \phi)=\left\{1-\frac{2 a_{1} c_{1}}{a^{2}}-\right. & \left.\frac{4 a_{2} c_{3}}{a^{2}}-\ldots\right\} \frac{M\left(1, k^{\prime}, \phi\right)}{M\left(1, k^{\prime}\right)} \\
& +\left(\frac{c_{1}}{a} \sin \phi_{1}+\frac{c_{3}}{a} \sin \phi_{2}+\frac{c_{3}}{a} \sin \phi_{2}+\ldots\right)
\end{aligned}
$$

Hence forming the equations

$$
\begin{aligned}
& \frac{a_{1} c_{1}}{a^{2}}=\frac{1}{2} k^{2}, \frac{a_{2} c_{3}}{a_{1} c_{1}}=\frac{1}{4} k_{1}, \frac{a_{3} c_{3}}{a_{2} c_{2}}=\frac{1}{3} k_{2} \cdots \\
& \frac{c_{1}}{a}=\frac{k_{1}}{1+k_{1}}, \\
& \frac{c_{3}}{a_{1}}=\frac{k_{2}}{1+k_{2}}, \frac{a_{3}}{a}=\frac{1}{1+k_{1}}, \\
& \frac{c_{3}}{a_{3}}=\frac{k_{3}}{1+k_{2}}, \frac{a_{2}}{a_{1}}=\frac{1}{1+k_{2}}, \frac{a_{1}}{a}=\frac{1}{1+k_{1}}, \& c .
\end{aligned}
$$

the equation becomes
$E(k, \phi)=\left\{1-\frac{1}{2} k^{2}\left(1+\frac{1}{2} k_{1}+\frac{1}{4} k_{1} k_{2}+\frac{1}{8} k_{1} k_{\mathrm{z}} k_{\mathrm{a}}+\ldots\right)\right\} \frac{M\left(1, k^{\prime}, \phi\right)}{M\left(1, k^{\prime}\right)}$
$+\frac{k_{1}}{1+k_{1}} \sin \phi_{1}+\frac{k_{2}}{\left(1+k_{1}\right)\left(1+k_{2}\right)} \sin \phi_{2}+\frac{k_{3}}{\left(1+k_{1}\right)\left(1+k_{2}\right)\left(1+k_{2}\right)} \sin \phi_{\mathrm{s}}$ $+\& \mathrm{c}$.,
or observing that

$$
\begin{aligned}
& \frac{1}{1+k_{1}}=\frac{k}{2 \sqrt{k_{1}}} \text {, that is } \quad \frac{1}{1+k_{1}} \quad=\frac{k}{2 \sqrt{k_{1}}}, \\
& \frac{1}{1+k_{\mathrm{z}}}=\frac{k_{1}}{2 \sqrt{k_{\mathrm{a}}}}, \quad " \quad \frac{1}{1+k_{1} \cdot 1+k_{\mathrm{a}}} \quad=\frac{k \sqrt{k_{1}}}{4 \sqrt{k_{\mathrm{a}}}}, \\
& \frac{1}{1+k_{\mathrm{n}}}=\frac{k_{\mathrm{p}}}{2 \sqrt{k_{\mathrm{a}}}}, \quad " \quad \frac{1}{1+k_{1} \cdot 1+k_{\mathrm{a}} \cdot 1+k_{\mathrm{n}}}=\frac{k \sqrt{k_{1} \cdot k_{\mathrm{a}}}}{8 \sqrt{k_{\mathrm{a}}}}, \\
& \text { \&c. }
\end{aligned}
$$

the last line may be written

$$
+k\left\{\frac{1}{2} \sqrt{k_{1}} \sin \phi_{1}+\frac{1}{k_{1}} \sqrt{k_{2}} \sin \phi_{2}+\frac{1}{8} \sqrt{k_{1} k_{2} k_{2}} \sin \phi_{2}+\ldots\right\} .
$$

In particular, if $\phi=\frac{1}{2} \pi$, the equation becomes

$$
E_{1} k=\left\{\left.1-\frac{1}{2} k^{2}\left(1+\frac{1}{2} k_{1}+\frac{1}{2} k_{1} k_{\mathrm{z}}+\frac{1}{8} k_{1} k_{\mathrm{x}} k_{\mathrm{s}} \ldots \ldots . .\right) \right\rvert\, \frac{1}{2} \pi \div M\left(1, k^{\prime}\right) ;\right.
$$

or if we please,

$$
E_{2} k=\left\{1-\frac{1}{2} k^{2}\left(1+\frac{1}{2} k_{1}+\frac{1}{1} k_{1} k_{2}+\frac{1}{8} k_{1} k_{\mathrm{t}} k_{3}+\ldots\right)\right\} F_{2} k .
$$

Application to Integrals of the third kind.
Art. No. 432.
432. The transformation is applicable to elliptic integrals of the third kind, but the results are not of any particular interest. Writing down the equations

$$
\begin{gathered}
\frac{2 d \phi}{\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}=\frac{d \phi_{1}}{\sqrt{a_{1}^{2} \cos ^{2} \phi_{1}+b_{1}^{2} \sin ^{2} \phi_{1}}},} \begin{array}{c}
a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi \\
\left(a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi\right)\left(\cos ^{2} \phi+\sin ^{2} \phi\right)+4 n_{1} a_{1}^{2} \sin ^{2} \phi \cos ^{2} \phi
\end{array}
\end{gathered}
$$

$$
=\frac{1}{1+n_{1} \sin ^{2} \phi_{1}},
$$

the expression on the left-hand of this last equation is

$$
=\frac{A}{a \cos ^{2} \phi+b X \sin ^{2} \phi}+\frac{B X}{a X \cos ^{2} \phi+b \sin ^{2} \phi},
$$

where

$$
\begin{aligned}
& a^{2} \cos ^{4} \phi+b^{2} \sin ^{4} \phi+\left(a^{2}+b^{2}+4 n_{1} a_{1}^{2}\right) \sin ^{2} \phi \cos ^{2} \phi \\
& \quad=\left(a \cos ^{2} \phi+b X \sin ^{2} \phi\right)\left(a \cos ^{2} \phi+\frac{b}{X} \sin ^{2} \phi\right) ;
\end{aligned}
$$

that is

$$
\begin{aligned}
X+\frac{1}{X} & =\frac{1}{a b}\left(a^{2}+b^{2}+4 n_{1} a_{1}^{2}\right) \\
& =\frac{2}{b_{1}^{2}}\left(a_{1}^{2}+c_{1}^{2}+2 n_{1} a_{1}^{2}\right) ;
\end{aligned}
$$

whence

$$
\begin{aligned}
\left(X-\frac{1}{X}\right)^{2} & =\frac{4}{b_{1}}\left\{\left(a_{1}^{2}+c_{1}^{2}+2 n_{1} a_{1}^{2}\right)^{2}-b_{1}^{4}\right\} \\
& =\frac{16 a_{1}^{2}}{b_{1}^{4}}\left(1+n_{1}\right)\left(c_{1}^{2}+n_{1} a_{1}^{2}\right)
\end{aligned}
$$

that is $\quad X=\frac{1}{b_{1}^{2}}\left\{a_{1}^{2}+c_{1}^{2}+2 n_{1} a_{1}^{2}+2 a_{1} \sqrt{\left(1+n_{\nu}\right)\left(c_{1}^{2}+n_{1} a_{1}^{2}\right)}\right\}$,

$$
\left.\frac{1}{\bar{X}}=\frac{1}{b_{1}^{2}}\left\{a_{1}^{2}+c_{1}^{2}+2 n_{1} a_{1}^{2}-2 a_{1} \sqrt{\left(1+n_{1}\right)\left(c_{1}^{2}+n_{1} a_{1}^{2}\right.}\right)\right\}
$$

and then

$$
A=\frac{(a X-b) X}{X^{2}-1}, \quad B=-\frac{a-b X}{X^{2}-1},
$$

and we have

$$
\begin{gathered}
\left\{\frac{(a X-b) X}{X^{2}-1} \frac{1}{a \cos ^{3} \phi+b X \sin ^{2} \phi}-\frac{(a-b X) X}{X^{2}-1} \frac{1}{a X \cos ^{2} \phi+b \sin ^{2} \phi}\right\} \times \\
\frac{2 d \phi}{\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}}= \\
\frac{d \phi_{1}}{\left(1+n_{1} \sin ^{2} \phi_{1}\right) \sqrt{a_{1}^{2} \cos ^{4} \phi_{1}+b_{1}^{2} \sin ^{2} \phi_{1}}}
\end{gathered}
$$

whence, integrating, the function

$$
\int \frac{d \phi_{1}}{\left(1+n_{1} \sin ^{2} \phi_{1}\right) \sqrt{a_{1}^{2}} \cos ^{2} \phi_{1}+b_{1}^{2} \sin ^{2} \phi_{1}}
$$

is expressed as the sum of the two elliptic integrals of the third kind having a common modulus but different parameters.

Numerical instance for complete Functions $E_{1}, F_{1}$, and for an incomplete $F$. Art. No. 433.
433. As a numerical instance take (as in Legendre's example, t. I. p. 91),
$a=1, b=\frac{1}{2} \sqrt{2+\sqrt{3}}=\cos 75^{\circ}$ (whence $k=\sin 75^{\circ}$ ), $\tan \phi=\frac{\sqrt{2}}{\sqrt[4]{3}} ;$ we have

|  | $a$ | $b$ | $e$ | $k$ | $\boldsymbol{N}$ | $\phi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (0) | 1.000,0000 | 0.258,8190 |  | 0-965,9258 | 0-258,8190 | $47^{\circ} 3^{\prime} 81^{\prime \prime}$ |
| (1) | 0.629,4095 | 0.508,7426 | $\cdot 370,5905$ | 0.588,7908 | 0-808,2856 | $62^{\circ} 86^{\prime} 8^{\prime \prime}$ |
| (2) | 0-569,0761 | 0-565,8688 | $\cdot 060,3334$ | $0 \cdot 106,0200$ | 0.994,3636 | $119^{\circ} 55^{\prime} 48^{\prime \prime}$ |
| (3) | $0 \cdot 567,4724$ | 0.567,4701 | $\cdot 001,6037$ | 0-002,8260 | 0-999,9959 | $240^{\circ} 0^{\prime} 0^{\prime \prime \prime}$ |
| (4) | $0 \cdot 567,4713$ | 0.567,4713 | $\cdot 000,0011$ | 0.000,0020 | 0.999,9999 | $\begin{array}{cccc}480^{\circ} & \boldsymbol{\sigma}^{\prime} & \mathbf{0}^{\prime \prime}\end{array}$ |

first as to the complete functions we have

$$
\begin{aligned}
& F_{1}=\frac{\pi}{2} \cdot \frac{1}{a_{4}}=2 \cdot 768,064 . \\
& \frac{1}{2}\left(1-\frac{E_{2}}{F_{1}}\right)=\quad a_{1} c_{1}=\cdot 233,2532 \\
& +2 a_{2} c_{2} \quad \cdot 068,6686 \\
& +4 a_{\mathrm{a}} c_{\mathrm{s}} \quad \cdot 003,6402 \\
& +8 a_{4} c_{4} \quad 000,0051 \\
& =305,5671
\end{aligned}
$$

agreeing with Legendre's values $F_{1}=2 \cdot 768,0631, E_{1}=1 \cdot 076,4051$, and thence $\frac{1}{3}\left(1-\frac{E_{1}}{F_{1}}\right)=305,5671$.

Also, we have $F(k, \phi)=\frac{1}{2^{i}} \frac{1}{a_{4}}, \phi_{4}$, or since $\frac{1}{2^{i}} \phi_{4}=30^{\circ}=\frac{1}{8} \pi$, this is $F(k, \phi)=\frac{1}{3} F_{1}=0.9226877$ : it is in fact easily verified that the assumed value of $\phi$ is such as to give exactly

$$
F(k, \phi)=\frac{1}{8} F_{4} .
$$

The notion of the arithmetico-geometrical mean was established by Gauss in the memoir "Determinatio Attractionis \&c." Comm. Gott. Rec. t. Iv. (1818), but his later researches in relation to the subject were not published until after his death, Werke, t.IV. pp. 361-403; a table is given p. 403, of the values of the arithmetico-geometrical mean $M(1, \sin \theta)$ and of its logarithm, $\theta=0^{\circ}$ to $90^{\circ}$ at intervals of $30^{\prime}$.

## ( 337 )

## CHAPTER XIV.

the general differential equation $\frac{d x}{\sqrt{X}}=\frac{d y}{\sqrt{Y}}$.

## Integration of the differential equation.

Art. Nos. 434 to 436.
434. In the present Chapter, writing

$$
\begin{aligned}
X & =a+b x+c x^{2}+d x^{3}+e x^{4} \\
Y & =a+b y+c y^{2}+d y^{3}+e y^{4}
\end{aligned}
$$

I consider the differential equation

$$
\frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}=0 .
$$

435. A direct process for finding the algebraical integral as follows was given by Lagrange.

Assume $\frac{d x}{d t}=\sqrt{\bar{X}}$, and therefore $\frac{d y}{d t}=-\sqrt{Y}$;
then

$$
\begin{aligned}
& 2 \frac{d^{2} x}{d t^{2}}=b+2 c x+3 d x^{2}+4 e x^{n}, \\
& 2 \frac{d^{2} y}{d t^{2}}=b+2 c y+3 d y^{2}+4 e y^{2} ;
\end{aligned}
$$

and if $p=x+y, q=x-y$, then

$$
\begin{gathered}
\frac{d^{2} p}{d t^{2}}=\frac{d^{2} x}{d t^{2}}+\frac{d^{2} y}{d t^{2}}=b+c p+\frac{3}{4} d\left(p^{2}+q^{2}\right)+\frac{1}{2} e\left(p^{3}+3 p q^{2}\right), \\
\frac{d p}{d t} \frac{d q}{d t}=X-Y=b q+c p q+\frac{1}{1} d q\left(3 p^{2}+q^{2}\right)+\frac{1}{2} e p q\left(p^{2}+q^{7}\right) ;
\end{gathered}
$$

whence

$$
q \frac{d^{2} p}{d t^{2}}-\frac{d p}{d t} \frac{d q}{d t}=\frac{1}{2} d q^{3}+e p q^{3}
$$

or

$$
\frac{2}{q^{2}} \frac{d^{2} p}{d t^{2}} \frac{d p}{d t}-\frac{2}{q^{2}}\left(\frac{d p}{d t}\right)^{2} \frac{d q}{d t}=(d+2 e p) \frac{d p}{d t},
$$

c.
which is integrable as it stands and gives

$$
\frac{1}{q^{2}}\left(\frac{d p}{d t}\right)^{2}=C+d p+e p^{2} ;
$$

or substituting for $q, \frac{d p}{d t}$ and $p$ their values

$$
\left(\frac{\sqrt{X}-\sqrt{Y}}{x-y}\right)^{2}=C+d(x+y)+e(x+y)^{2}
$$

which is the general integral, $C$ being the constant of integration.
436. To further develope this result observe that we have

$$
\begin{aligned}
& X+Y-2 \sqrt{X Y}= \\
& \quad C(x-y)^{2}+d\left(x^{4}-x^{2} y-x y^{2}+y^{4}\right)+e\left(x^{4}-2 x^{2} y^{2}+y^{4}\right)
\end{aligned}
$$

that is
$2 \sqrt{\overline{X Y}}=$

$$
2 a+b(x+y)+c\left(x^{2}+y^{2}\right)-C(x-y)^{2}+d x y(x+y)+2 e x^{2} y^{3} ;
$$

or say

$$
\begin{aligned}
& \sqrt{X Y}= \\
& a+\frac{1}{2} b(x+y)+\frac{1}{2} c\left(x^{2}+y^{2}\right)-\frac{1}{2} C(x-y)^{2}+\frac{1}{2} d x y(x+y)+e x^{2} y^{2} \text { : : }
\end{aligned}
$$

whence squaring and transposing

$$
\begin{array}{r}
\left\{a+\frac{1}{2} b(x+y)+\frac{1}{2} c\left(x^{2}+y^{2}\right)-\frac{1}{2} C(x-y)^{2}+\frac{1}{2} d x y(x+y)+e x^{2} y^{4}\right\}^{2} \\
-\left(a+b x+c x^{3}+d x^{3}+e x^{4}\right)\left(a+b y+c y^{2}+d y^{3}+e y^{4}\right)=0 ;
\end{array}
$$

*Write $x=\sin \phi, y=\sin \psi,(a, b, c, d, e)=\left(1,0,-1-k^{2}, 0, k^{2}\right)$, the equation becomes
$\cos \phi \cos \psi \Delta \phi \Delta \psi=1-\frac{1}{2}\left(1+k^{2}\right)\left(\sin ^{2} \phi+\sin ^{2} \psi\right)-\frac{1}{2} C(\sin \phi-\sin \psi)^{2}+h^{4} \sin ^{2} \phi \sin ^{2} \psi$; and to introduce $\mu$ instead of $C$ we must write

$$
\begin{aligned}
& \cos \mu \Delta \mu=1-\frac{1}{2}\left(1+k^{2}\right) \sin ^{4} \mu-\frac{1}{2} C \sin ^{2} \mu, \\
& \frac{1}{2} C \sin ^{2} \mu=1-\frac{1}{2}\left(1+k^{2}\right) \sin ^{2} \mu-\cos \mu \Delta \mu .
\end{aligned}
$$

that is
The equation thus is
$1-\frac{3}{2}\left(1+k^{2}\right)\left(\sin ^{2} \phi+\sin ^{2} \psi\right)+k^{3} \sin ^{2} \phi \sin ^{2} \psi-\cos \phi \cos \psi \Delta \phi \Delta \psi$

$$
=\frac{(\sin \phi-\sin \psi)^{2}}{\sin ^{2} \mu}\left\{1-\frac{1}{2}\left(1+k^{2}\right) \sin ^{2} \mu-\cos \mu \Delta \mu\right\} ;
$$

this is of course a form of the addition equation, and could be verified as such by substituting for $\cos \mu, \sin \mu, \Delta \mu$ their values in terms of $\phi, \psi$ : but the form is not a convenient one.
viz, this is

$$
\begin{aligned}
& { }^{1} C^{12}(x-y)^{4} \text {, } \\
& -C(x-y)^{2}\left\{a+\frac{1}{2} b(x+y)+\frac{1}{2} c\left(x^{2}+y^{2}\right)+\frac{1}{2} d x y(x+y)+e x^{2} y^{2}\right\} \text {, } \\
& +a^{2} .1-1 \quad=0 \text {, } \\
& +a b \cdot x+y \quad-x-y=0 \text {, } \\
& +a c \cdot x^{2}+y^{2} \quad-x^{2}-y^{2}=0 \text {, } \\
& +a d . x y(x+y) \quad-x^{2}-y^{2}=-(x-y)^{2}(x+y) \text {, } \\
& +a e .2 x^{2} y^{2} \quad-x^{4}-y^{4} \quad=-(x-y)^{2}(x+y)^{2} \text {, } \\
& +b^{2} \cdot \frac{1}{4}(x+y)^{2} \quad-x y \quad=+\frac{1}{4}(x-y)^{2} \text {, } \\
& +b c \cdot \frac{1}{2}(x+y)\left(x^{2}+y^{2}\right)-x^{2} y-x y^{2}=+\frac{1}{2}(x-y)^{2}(x+y) \text {, } \\
& +b d \cdot \frac{1}{2} x y(x+y)^{2} \quad-x y^{3}-x^{3} y=-\frac{1}{2} x y(x-y)^{2} \text {, } \\
& +b e . x^{2} y^{2}(x+y) \quad-x y^{4}-x^{4} y=-x y(x-y)^{2}(x+y) \text {, } \\
& +c^{2} \cdot \frac{1}{1}\left(x^{2}+y^{2}\right)^{2} \quad-x^{2} y^{2} \quad=+\frac{1}{1}(x-y)^{2}(x+y)^{2} \text {, } \\
& +c d . \frac{1}{2} x y(x+y)\left(x^{2}+y^{2}\right)-x^{2} y^{3}-x^{3} y^{2}=+\frac{1}{2}(x-y)^{2} x y(x+y) \text {, } \\
& +c e . x^{2} y^{2}\left(x^{2}+y^{7}\right) \quad-x^{4} y^{2}-x^{2} y^{4}=0 \text {, } \\
& +d^{4} \cdot \frac{1}{4} x^{2} y^{2}(x+y)^{2} \quad-x^{3} y^{2} \quad=+\frac{1}{2}(x-y)^{2} x^{2} y^{2} \text {, } \\
& +d e \cdot x^{2} y^{3}(x+y) \quad-x^{4} y^{3}-x^{3} y^{4}=0 \text {, } \\
& +e^{4} \cdot x^{4} y^{4} \quad-x^{4} y^{4} \quad=0, \quad=0 \text {; }
\end{aligned}
$$

viz. the whole equation divides by $(x-y)^{2}$. Omitting this factor it is

$$
\begin{aligned}
& +C^{2}(x-y)^{2} \\
& \quad-C\left\{a+\frac{1}{2} b(x+y)+\frac{1}{2} c\left(x^{2}+y^{2}\right)+\frac{1}{2} d x y(x+y)+e x^{2} y^{\eta}\right\} \\
& \quad-a d(x+y) \\
& \quad-a e(x+y)^{2} \\
& \quad+\frac{+l^{2}}{2} \\
& \quad+\frac{1}{2} b c(x+y) \\
& \quad-\frac{1}{2} b d x y \\
& \quad-b e x y(x+y) \\
& \quad+\frac{1}{2} c^{2}(x+y)^{2} \\
& \quad+\frac{1}{2} c d x y(x+y) \\
& \quad+\frac{1}{2} d^{2} x^{2} y^{2}
\end{aligned}
$$

or what is the same thing, it is

$$
\begin{aligned}
& \left.\begin{array}{lll} 
& (x+y) & -C a+\frac{1}{2} b^{2}
\end{array}\right) \\
& +\left(x^{2}+y^{2}\right)\left(\frac{1}{1} C^{2}-\frac{1}{2} C c-a e \quad+\frac{1}{2} c^{2}\right) \\
& +x y \quad\left(-\frac{1}{2} C^{2} \quad-2 a e-\frac{1}{2} b d+\frac{1}{2} c^{2}\right) \\
& +x y(x+y)\left(-\frac{1}{2} C d \quad-b e+\frac{1}{2} c d\right) \\
& +x^{9} y^{2}\left(-C e \quad+\frac{1}{\left.\frac{1}{2} d^{2}\right)}=0 .\right.
\end{aligned}
$$

This may be written

$$
\begin{gathered}
\quad\left(\mathrm{a}+2 \mathrm{~h} x+\mathrm{g} x^{2}\right) \\
+2 y\left(\mathrm{~h}+2 \mathrm{~b} x+\mathrm{f} x^{2}\right) \\
+y^{2}\left(\mathrm{~g}+2 \mathrm{f} x+\mathrm{c} x^{2}\right)=0,
\end{gathered}
$$

where the several coefficients have the values

$$
\begin{aligned}
& \mathrm{a}=b^{2}-4 a C, \\
& \mathrm{~b}=-2 a e-\frac{1}{2} b d+\frac{1}{2} c^{2}-\frac{1}{2} C^{2}, \\
& \mathrm{c}=\quad d^{2}-4 e C, \\
& \mathrm{f}=\quad c d-2 b e-C d, \\
& \mathrm{~g}=-4 a \varepsilon+c^{2}-2 C c+C^{2}, \\
& \mathrm{~h}=\quad b c-2 a d-C b .
\end{aligned}
$$

The result shows that the complete integral of the differential equation is an equation $u=0$, where $u$ is a symmetric quadriquadric function of $(x, y)$; that is, a symmetric function, quadric in regard to each variable separately.

Further development of the theory. Art. Nos. 437 to 446.
437. This may be verified almost instantaneously: starting from

$$
\begin{aligned}
u= & \left(\mathrm{a}+2 \mathrm{~h} x+\mathrm{g} x^{2}\right), \\
& +2 y\left(\mathrm{~h}+2 \mathrm{~b} x+\mathrm{f} x^{2}\right), \\
& +y^{2}\left(\mathrm{~g}+2 \mathrm{f} x+\mathrm{c} x^{2}\right)=0,
\end{aligned}
$$

we may write

$$
u=A+2 B y+C y^{2}=A^{\prime}+2 B^{\prime} x+C^{\prime} x^{2}=0,
$$

$A, B, C$ being given quadric functions of $x$, and $A^{\prime}, B^{\prime}, C^{\prime}$ the same quadric functions of $y$.

Then differentiating

$$
\frac{d u}{d x} d x+\frac{d u}{d y} d y=0
$$

But

$$
\begin{aligned}
& \frac{d u}{d y}=2(C y+B)=2 \sqrt{B^{2}-A C}, \\
& \text { since } u=0 \text { gives }(C y+B)^{2}=B^{2}-A C, \\
& \frac{d u}{d x}=2\left(C^{\prime} x+B^{\prime}\right)=2 \sqrt{B^{3}-A^{\prime} C^{\prime}}, \\
& \eta\left(C^{\prime} x+B^{\prime}\right)^{2}=B^{\prime 2}-A^{\prime} C^{\prime},
\end{aligned}
$$

and the differential equation thus is

$$
\frac{d x}{\sqrt{L^{a}-A C}}+\frac{d y}{\sqrt{B^{2}-A^{\prime} C^{\prime}}}=0
$$

This will coincide with

$$
\frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}=0
$$

if only the quadric functions $A, B, C$ are determined so that $B^{2}-A C=\theta X$ (which of course implies $B^{2}-A^{\prime} C^{\prime}=\theta Y$ ). We have in all six disposable quantities $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{f}, \mathrm{g}, \mathrm{h}$, that is five ratios; and the equation in question

$$
\left(\mathrm{h}+2 \mathrm{~b} x+\mathrm{f} x^{2}\right)^{2}-\left(\mathrm{a}+2 \mathrm{~h} x+\mathrm{g} x^{2}\right)\left(\mathrm{g}+2 \mathrm{f} x+\mathrm{c} x^{2}\right)=\theta X
$$

establishes four relations between the five ratios, and thus leaves one indeterminate ratio serving as a constant of integration : we in fact satisfy the equations by means of the beforementioned values of $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{f}, \mathrm{g}, \mathrm{h}$, which contain the arbitrary constant $C$; viz. we then have

$$
\begin{aligned}
(\mathrm{h}+2 \mathrm{~b} x & \left.+\mathrm{f} x^{2}\right)^{2}-\left(\mathrm{a}+2 \mathrm{~h} x+\mathrm{g} x^{2}\right)\left(\mathrm{g}+2 \mathrm{f} x+\mathrm{c} x^{2}\right) \\
& =\left(\frac{\mathrm{h}^{2}-\mathrm{ag}}{a} \text { or } \frac{\mathrm{f}^{2}-\mathrm{cg}}{e}\right) X \\
& =4\left[a d d^{2}+b^{2} e-b c d+\left\{-4 a e+b d+(C-c)^{2}\right\} C\right] X .
\end{aligned}
$$

As a partial verification, observe that the equation

$$
\frac{\mathrm{h}^{2}-\mathrm{ag}}{a}=\frac{\mathrm{f}^{2}-\mathrm{cg}}{e} \text { or } e \mathrm{~h}^{2}-a \mathrm{f}^{2}=\mathrm{g}(e a-a c),=\left(e b^{3}-a d^{2}\right) \mathrm{g},
$$

is satisfied identically.
438. Regard $u$ as a function of $C$; we have

$$
\begin{array}{rlrl}
u= & b^{2} & +2 C & -2 a \\
& +(2 b c-4 a d)(x+y) & -b(x+y) \\
& +\left(C^{2}-4 a e\right)\left(x^{2}+y^{v}\right) & -c(x-y)^{2} \\
& +\left(-8 a e-2 b d+2 c^{2}\right) x y & \\
& +(2 c d-4 b e) x y(x+y) & -d x y(x+y) \\
& \left.+\quad x^{2} \quad x^{2} y^{2}\right) & -2 e x^{2} y^{2}
\end{array}
$$

say this is

$$
u=\lambda+2 \mu C+\nu C^{n} ;
$$

then we have

$$
\mu^{2}-\lambda \nu=4 a^{2} \ldots+4 e^{2} x^{4} y^{4},=4 X Y
$$

viz, calculating $\mu^{s}-\lambda \nu$, it will be found to have this value.
439. Now starting with the equation $u=0$, and treating it as before, except that we now regard $C$ as a variable; that is, forming, and then reducing, the equation

$$
\frac{d u}{d x} d x+\frac{d u}{d y} d y+\frac{d u}{d C} d C=0,
$$

we obtain

$$
\sqrt{\mathbb{C} Y} d x+\sqrt{\mathbb{C} X} d y+\sqrt{X Y} d C=0,
$$

or, what is the same thing,

$$
\frac{d x}{\sqrt{\bar{X}}}+\frac{d x}{\sqrt{Y}}+\frac{d C}{\sqrt{\mathbb{C}}}=0
$$

where

$$
\mathfrak{C}=a d^{2}+b^{2} e-b c d+C\left\{-4 a e+b d+(C-c)^{2}\right\},
$$

a cubic function of $C$.

$$
\begin{aligned}
& \text { 440. Write } \\
& \qquad C=\frac{3}{3} c-2 \omega
\end{aligned}
$$

then

$$
\begin{aligned}
\mathfrak{C}= & a d^{2}+b^{2} e-b c d+ \\
= & \left\{-4 a e+b d+\left(\frac{1}{3} c+2 \omega\right)^{2}\right\}(3,2 c-2 \omega) \\
& +\left(-\frac{8}{3} a c e+a d^{2}+b^{2} e-\frac{1}{3} b c d+\frac{3}{2} c^{3}\right) .
\end{aligned}
$$

But the invariants of $a+b x+c x^{2}+d x^{3}+e x^{4}$ are

$$
\begin{aligned}
& I=\frac{1}{14}\left(12 a e-3 b d+c^{2}\right) \\
& J=\frac{1}{4} \frac{3}{2}\left(72 a c e-27 a d^{2}-27 l^{2} e-2 c^{3}+9 b c d\right)
\end{aligned}
$$

whence

$$
\begin{aligned}
\mathfrak{C} & =-8\left(\omega^{3}-I \omega+2 J\right. \\
\sqrt{\mathbb{C}} & =2 i \sqrt{2} \sqrt{\omega^{3}-I \omega+2 J},=2 i \sqrt{2} \sqrt{\Omega}, \text { suppose } \\
d C & =-2 d \omega ;
\end{aligned}
$$

or the differential equation is

$$
\frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}-\frac{d \omega}{i \sqrt{2} \sqrt{\bar{\Omega}}}=0 ;
$$

viz. writing for $C$ its value $\mathrm{g} c-2 \omega$, the corresponding integral equation is

$$
\begin{aligned}
u & =\lambda+2 \mu\left(\frac{2}{3} c-2 \omega\right)+\nu(3 c-2 \omega)^{2}, \\
& =\lambda+\frac{4}{5} c \mu+\frac{4}{8} c^{2} \nu+2 \omega\left(-2 \mu-\frac{4}{5} c \nu\right)+\omega^{2} .4 \nu,=0 ;
\end{aligned}
$$

or substituting for $\lambda, \mu, \nu$ their values and reducing, this is

$$
\begin{array}{ll|l}
\quad b^{2}-\frac{8}{8} a c & +2 \omega & +4 a \\
+\left(\frac{2}{3} b c-4 a d\right)(x+y) & +\omega^{2} \cdot 4(x-y)^{2}=0 \\
+\left(\frac{1}{3} c^{2}-4 a e\right)\left(x^{2}+y^{2}\right) & +2 b(x+y) \\
+\left(-8 a e-2 b d+y c^{2}\right) x y & +\frac{2}{3} c\left(x^{2}+y^{2}\right) \\
+\left(\frac{2}{3} c d-4 b e\right) x y(x+y) & +2 d x y \\
+\left(d^{2}-\frac{8}{8} c e\right) x^{2} y^{2} & +4 e x^{2} y^{2}
\end{array}
$$

where the left-hand sido is quadric in each of the variables $x, y, \omega$ : as there is no arbitrary constant, this is only a particular integral.
441. We may by a linear substitution performed on the $\omega$ bring the third radical $\sqrt{\Omega}$ to a like form with the other two radicals.

Write for convenience

$$
a+b x+c x^{2}+d x^{2}+e x^{4}=e(x-\alpha)(x-\beta)(x-\gamma)(x-\delta) ;
$$

then the substitution may be taken to be
$2 \omega=\frac{1}{3} e\left\{-\beta \gamma-\gamma \alpha-\alpha \beta+2 \delta(\alpha+\beta+\gamma)-3 \delta^{\eta}\right\}+\frac{e(\alpha-\delta)(\beta-\delta)(\gamma-\delta)}{z-\delta^{*}}$,
which, as will appear, makes the radical $\sqrt{\Omega}$ to depend on $\sqrt{\bar{Z}}$, where $Z=a+b z+c z^{2}+d z^{3}+e z^{4}$. Some preliminary formule are required.
442. Reverting to the formulæ which contain $C\left(=\frac{2}{8} c-2 \omega\right)$, assume

$$
\begin{aligned}
& C_{1}=e(\beta+\gamma)(\alpha+\delta), \\
& C_{3}=e(\gamma+\alpha)(\beta+\delta), \\
& C_{3}=e(\alpha+\beta)(\gamma+\delta) ;
\end{aligned}
$$

then we bave
$\left(C-C_{2}\right)\left(C-C_{2}\right)\left(C-C_{2}\right)=C\left\{(C-c)^{2}-4 a e+b d\right\}+a d^{2}+b^{2} e-b c d$, viz. $C_{1}, C_{3}, C_{3}$ are the roots of the equation $\mathbb{C}=0$.

Hence writing for $C$ its value $=3 c-2 \omega$, we have

$$
\begin{aligned}
\left(\frac{2}{3} c-2 \omega-C_{2}\right)\left(\frac{2}{3} c\right. & \left.-2 \omega-C_{2}\right)\left(\frac{2}{3} c-2 \omega-C_{2}\right) \\
& =-8\left(\omega^{2}-I \omega+2 J\right) \\
& =-8\left(\omega-\omega_{1}\right)\left(\omega-\omega_{2}\right)\left(\omega-\omega_{3}\right) \text { suppose. }
\end{aligned}
$$

We have

$$
\begin{aligned}
\omega_{1} & =\frac{1}{8} c-\frac{1}{2} C_{3},=\frac{1}{6}\left(2 c-3 C_{2}\right) \\
& =\frac{1}{8} e\{2 \beta \gamma+2 \alpha \delta-a \beta-\beta \delta-\alpha \gamma-\gamma \delta\} ;
\end{aligned}
$$

or putting

$$
\begin{aligned}
& A=(\beta-\gamma)(\alpha-\delta)=\alpha \beta+\gamma \delta-\beta \delta-\alpha \gamma, \\
& B=(\gamma-\alpha)(\beta-\delta)=\beta \gamma+\alpha \delta-\gamma \delta-\beta \alpha, \\
& C=(\alpha-\beta)(\gamma-\delta)=\gamma \alpha+\beta \delta-\alpha \delta-\gamma \beta,
\end{aligned}
$$

we have $\omega_{1}=\frac{1}{8} e(B-C)$; or forming the analogous equations

$$
\begin{aligned}
& \omega_{1}=\frac{1}{6} e(B-C), \\
& \omega_{2}=\frac{1}{e} e(C-A), \\
& \omega_{3}=\frac{1}{2} e(A-B) .
\end{aligned}
$$

443. Now writing as above
$2_{\omega=\frac{1}{3}} e\left\{-\beta \gamma-\gamma \alpha-\alpha \beta+2 \delta(\alpha+\beta+\gamma)-3 \delta^{2}\right\}+\frac{e(\alpha-\delta)(\beta-\delta)(\gamma-\delta)}{z-\delta} ;$
then if $z=\alpha, \beta, \gamma$ we have $\omega=\omega_{1}, \omega_{2}, \omega_{3}$ respeetively: thus writing $z \leftrightarrows \alpha$ we find

$$
\begin{aligned}
6 \omega= & e\left\{-\beta \gamma-\gamma x-\alpha \beta+2 \delta \alpha+2 \delta \beta+2 \delta \gamma-3 \delta^{2}\right. \\
& \left.+3 \beta \gamma \quad-3 \delta \beta-3 \delta \gamma+3 \delta^{2}\right\} \\
= & e\{2 \alpha \delta+2 \beta \gamma-(\alpha+\delta)(\beta+\gamma)\},=6 \omega_{1}
\end{aligned}
$$

and so for the others.
Hence

$$
\begin{aligned}
& 2\left(\omega-\omega_{1}\right)=-e(\beta-\delta)(\gamma-\delta) \frac{z-\alpha}{z-\delta}, \\
& 2\left(\omega-\omega_{2}\right)=-e(\gamma-\delta)(\alpha-\delta) \frac{z-\beta}{z-\delta}, \\
& 2\left(\omega-\omega_{2}\right)=-e(\alpha-\delta)(\beta-\delta) \frac{z-\gamma}{z-\delta} ;
\end{aligned}
$$

and therefore

$$
\begin{aligned}
8\left(\omega-\omega_{1}\right)\left(\omega-\omega_{2}\right)\left(\omega-\omega_{2}\right), & =8\left(\omega^{3}-I \omega+2 J\right) \\
& =-\{(\alpha-\delta)(\beta-\delta)(\gamma-\delta)\}^{2} e^{2} \frac{Z}{(z-\delta)^{4}} ;
\end{aligned}
$$

or say

$$
2 i \sqrt{2} \sqrt{\Omega}=\quad(\alpha-\delta)(\beta-\delta)(\gamma-\delta) e \frac{\sqrt{Z}}{(z-\delta)^{2}}
$$

But from the expression for $\omega$

$$
2 \delta \omega=-\quad(\alpha-\delta)(\beta-\delta)(\gamma-\delta) e \frac{d z}{(z-\delta)^{2}}
$$

whence

$$
\frac{d \omega}{i \sqrt{2} \sqrt{\Omega}}=-\frac{d z}{\sqrt{Z}}
$$

or the equation

$$
\frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}-\frac{d \omega}{i \sqrt{2} \sqrt{\Omega}}=0
$$

is by the substitution
$2 \omega=\frac{1}{3} e\left\{-\beta \gamma-\gamma z-\alpha \beta+2 \delta(\alpha+\beta+\gamma)-3 \delta^{\gamma}\right\}+\frac{e(\alpha-\delta)(\beta-\delta)(\gamma-\delta)}{z-\delta}$
transformed into

$$
\frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}+\frac{d z}{\sqrt{Z}}=0
$$

and if in the equation between $x, y, \omega$ we write for $\omega$ the above value, we have the corresponding integral equation between $x, y, z$. (This will be presently given in the particular case $a=0$, No. 445.)
444. But we may in a different way make the transformation from $\frac{d \omega}{\sqrt{\Omega}}$ to $\frac{d u}{\sqrt{U}}, U=a+b u+c u^{4}+d u^{s}+e u^{4}$. Take as before $I, J$ for the invariants, $I I$ for the Hessian, and $\Phi$ for the cubi-covariant,

$$
\begin{aligned}
& H=\frac{1}{48}\left\{\left(8 a c-3 b^{2}\right) u^{0}+(24 a d-4 b c) u+\left(48 a e+6 b d-4 c^{2}\right) u^{8}\right. \\
& \left.+(24 b e-4 c d) u^{8}+\left(8 c e-3 d^{7}\right) u^{4}\right\} \text {, } \\
& \Phi=\frac{1}{3 \equiv}\left\{\left(-8 a^{3} d+4 a b c-b^{3} \quad\right) u^{0}\right. \\
& +\left(-32 a^{2} e-4 a b d+8 a c^{2}-2 b^{9} 0\right) u \\
& +\left(-40 a b e+20 a c d+5 b^{2} d \quad\right) u^{2} \\
& +\left(20 a d^{2}-20 b^{3} e\right) u^{4} \\
& +\left(40 a d e-20 b c e+5 b d^{2} \quad\right) u^{8} \\
& +\left(32 a e^{2}+4 b d e-8 c^{8} e+2 c d^{7}\right) u^{8} \\
& \left.+\left(8 b e^{2}-4 c d e+d^{3} \quad\right) u^{\eta}\right\} \text {; }
\end{aligned}
$$

then identically $J U^{3}-I U^{2} I I+4 H^{3}=-\Phi^{2}$,
whence assuming $\quad \omega=\frac{2 I I}{U}$,
we have

$$
\omega^{3}-I \omega+2 J=-\frac{2 \Phi^{2}}{U^{3}}, \text { or say } \sqrt{\Omega}=\frac{i \sqrt{2} \Phi \sqrt{U}}{U^{2}} .
$$

XIV.] THE GENERAL DIFFERENTIAL EQUATION.

From the expression of $\omega$ we find

$$
d \omega=\frac{2\left(U H^{\prime}-U^{\prime} H\right) d u}{U^{2}} ;
$$

and hence $\quad \frac{d \omega}{\sqrt{\Omega}}=\frac{2\left(U H^{\prime}-U^{\prime} H\right) d u}{i \sqrt{2} . \Phi \sqrt{U}}$,
where the multiplier of $\frac{d u}{\sqrt{U}}$ is a constant. We in fact have

$$
\begin{aligned}
U I I^{\prime}-U^{\prime} H & =\frac{1}{15}\left(8 a^{\star} d-4 a b c+b^{v}\right)+\& c . \\
& =-2 \Phi ;
\end{aligned}
$$

that is $\quad \frac{d \omega}{\sqrt{\Omega}}=2 i \sqrt{2} \cdot \frac{d u}{\sqrt{U}} ;$
and the equation $\frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}-\frac{d \omega}{i \sqrt{2} \sqrt{\Omega}}=0$ is thus converted into

$$
\frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}-\frac{2 d u}{\sqrt{U}}=0
$$

It is to be noticed that the above transformation $\omega=\frac{2 H}{U}$ leading to $\frac{d \omega}{\sqrt{\Omega}}=2 i \sqrt{2} \frac{d u}{\sqrt{U}}$ is really a transformation of the order 4, degenerating into a multiplication by $(\sqrt{4},=)$ 2. For it was shown alove that $\frac{d \omega}{\sqrt{ } \Omega}$ is by a linear substitution transformable into $\frac{d z}{\sqrt{Z}}$.
445. Reverting to the relation between $(x, y, \omega)$, leading to a relation between $z, y, z$, suppose in order to simplify that $a=0$; that is, assume $X=b x+c x^{2}+d x^{3}+e x^{4},=e x(x-\alpha)(x-\beta)(x-\gamma)$, the value of $\delta$ being thus zero.

Then the integral of

$$
\frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}-\frac{d \omega}{i \sqrt{2} \sqrt{\Omega}}=0
$$

becomes

$$
\begin{aligned}
b^{2}+2 b c(x+y)+c^{2}\left(x^{2}+y^{2}\right) & +\left(2 c^{2}-2 b d\right) x y \\
& +(2 c d-4 b e) x y(x+y)+d^{2} x^{2} y^{2} \\
+ & 2\left\{-b(x+y)-c\left(x^{2}+y^{2}\right)-d x y(x+y)-2 e x^{2} y^{2}\right\}\left(\frac{2}{3} c-2 \omega\right) \\
+ & (x-y)^{2} \cdot\left(\frac{2 c-2 \omega)^{2}=0,}{}\right.
\end{aligned}
$$

say this is

$$
\lambda+2 \mu\left(\frac{2}{3} c-2 \omega\right)+\nu\left(\frac{2}{3} c-2 \omega\right)^{2}=0,
$$

and writing herein

$$
2 \omega=\frac{1}{8} e(-\beta \gamma-\gamma \alpha-\alpha \beta)+\frac{e \alpha \beta \gamma}{z},=-\frac{1}{3} c-\frac{b}{z},
$$

that is $\quad \frac{2}{3} c-2 \omega=c+\frac{b}{z}$,
the equation becomes

$$
\lambda z^{2}+2 \mu\left(c z^{2}+b z\right)+\nu(c z+b)^{2}=0 ;
$$

or substituting for $\lambda, \mu, \nu$ their values

$$
\begin{aligned}
& \quad b^{2}\left(x^{2}+y^{2}+z^{2}-2 y z-2 z x-2 x y\right) \\
& -4 b c x y z \\
& -2 b d x y z(x+y+z) \\
& -4 b e x y z(y z+z x+x y) \\
& +\left(d^{2}-4 c e\right) x^{2} y^{2} z^{2}=0 ;
\end{aligned}
$$

viz. this is a particular integral of

$$
\frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}+\frac{d z}{\sqrt{Z}}=0
$$

where $X=b x+c x^{2}+d x^{3}+e x^{4}, \& c$.
446. It would be easy to verify this by writing the integral equation successively in the forms

$$
u=A+2 B x+C x^{2}=A^{\prime}+2 B^{\prime} y+C^{\prime} y^{2}=A^{\prime \prime}+2 B^{\prime \prime} z+C^{\prime \prime} z^{2}
$$

we then have $B^{2}-A C, B^{\prime 2}-A^{\prime} C^{\prime}, B^{\prime \prime}-A^{\prime \prime} C^{\prime \prime}$ proportional to $Y Z, Z X, X Y$ respectively.

Write $b, c, d, e=1,0,-I, 2 J$; then $X$ becomes $x-I x^{2}+2 J x^{4}$, which putting therein $\frac{1}{x}$ instead of $x$ is $\frac{1}{x^{4}}\left(x^{9}-I x+2 J\right)$; writing similarly $\frac{1}{y}, \frac{1}{z}$ for $y, z$, and putting finally

$$
X=x^{3}-I x+2 J, \quad Y=y^{3}-I y+2 J, Z=z^{3}-I z+2 J
$$

we have

$$
\begin{aligned}
& \quad I^{2} \\
- & 8 J(x+y+z) \\
+ & 2 I(y z+z x+x y) \\
+ & y^{2} z^{2}+z^{2} x^{2}+x^{2} y^{2}-2 x y z(x+y+z)=0
\end{aligned}
$$

as a particular integral of

$$
\frac{d x}{\sqrt{X}}+\frac{d y}{\sqrt{Y}}+\frac{d z}{\sqrt{Z}}=0
$$

this can of course be directly verified in the same manner.

## CHAPTER XV.

ON THE DETERMINATION OF CERTAIN CURVES, THE ARC OF WHICH IS REPRESENTED BY AN ELLIPTIC INTEGRAL OF THE FIRST KIND.

## Outline of the Solution. Art. Nos. 447 to 449.

447. In Chapter III. it was seen that the lemniscate was a curve such that its arc represented an elliptic integral of the first kind: but the problem of finding such a curve is obviously an indeterminate one; wc have to find $x, y$ functions of $z$, such that

$$
d x^{2}+d y^{2}=\frac{d z^{2}}{1-z^{2} \cdot 1-k^{2} z^{2}}
$$

for this being so then, writing $z=\sin \phi$, the arc of the curve, measured from the point for which $z=0$, will be $s=F(k ; \phi)$.

Similarly if $a, \alpha$ are conjugate imaginaries, and $x, y$ are functions of $z$, such that

$$
d x^{4}+d y^{4}=\frac{d z^{4}}{z^{2}-a^{4} \cdot z^{2}-a^{2}} ;
$$

then the expression for the arc of the curve is

$$
s=\int \frac{d z}{\sqrt{z^{z}-a^{2} \cdot z^{2}-a^{u}}},
$$

a form in the nature of an elliptic integral of the first kind, and which can in fact be made to depend on elliptic integrals.
448. A very general mode of satisfying the equation is to assume

$$
d x+\dot{d} d y=\frac{(z-a)^{m}(z+a)^{n} d z}{(z-a)^{m+1}(z+\alpha)^{n+1}} ;
$$

for then $x, y$ being real functions of $z$, we have also

$$
d x-i d y=\frac{(z-a)^{m}(z+a)^{n} d z}{(z-a)^{n+1}(z+a)^{n+1}} ;
$$

and multiplying, we have the relation in question.
The above expression of $d x+i d y$ as a multiple of $d z$ is not in general integrable, but it is to be shown that if one of the indices $m, n$, say $m$, is a positive integer, and provided a single relation is satisfied between $a$, a (the form of this equation depending on $m, n$ ) then that the expression is integrable algebraically : viz. we obtain by means of it an algebraical (imaginary) value of $x+i y$; this of course gives $x, y$ equal to real algebraical functions of $(x, y)$, and thus determines a curve, the are of which is expressed by the formula

$$
s=\int \frac{d z}{\sqrt{z^{2}-a^{2} \cdot z^{2}-a^{2}}} .
$$

449. The form of the relation between the $(a, a)$ is a very remarkable one, viz. writing $\zeta=\frac{(a+a)^{2}}{4 a z}$, then the relation is

$$
\frac{1}{\zeta^{-\pi}} \cdot\left(\frac{d}{d \zeta}\right)^{m} \zeta^{m}(\zeta-1)^{m}=0 ;
$$

this is an equation of the order $m$ in $\zeta$, giving for $\zeta, m$ values which ( $n$ being within certain limits) are all or some of them real and less than unity, and the corresponding values of $a, a$ are then conjugate imaginary values, in accordance with the original supposition.

Thus if $m=1$, the equation is $\frac{1}{\zeta^{n-1}} \frac{d}{d \zeta} \cdot \zeta^{n}(\zeta-1)=0$, that is $(n+1) \zeta-n=0$ or $\zeta=\frac{n}{n+1}$; which, $n$ being positive, is positive and less than 1 ; if $m=2$, it is $\frac{1}{\zeta^{n-1}}\left(\frac{d}{d \zeta}\right)^{2} \zeta^{n}(\zeta-1)^{2}=0$, viz. this is
or

$$
\begin{gathered}
(n+2)(n+1) \zeta^{2}-2(n+1) n \zeta+n(n-1)=0 \\
(n+2) \zeta=n \pm \sqrt{\frac{2 n}{n+1}}
\end{gathered}
$$

If $n$ is positive and less than 1 , onc value of $\zeta$; if $n$ be greater than 1 , each value of $\zeta$; is positive and less than 1 . It is to be observed that if $n$ is integral, and less than $m$, the equation as above obtained contains the factor $\zeta^{m-n}$, and throwing this out sinks to the degree $n$; the equation may in fact be written indifferently in the forms

$$
\frac{1}{\zeta^{n-m}}\left(\frac{d}{d \zeta}\right)^{m} \zeta^{n}(\zeta-1)^{m "}=0 ; \frac{1}{(1-\zeta)^{m-n}}\left(\frac{d}{d \zeta}\right)^{n} \zeta^{m}(\zeta-1)^{m}=0
$$

the degree being $m$ or $n$ whichever is least. The values of $\zeta$ are in this caso all of them positive and less than 1.

General Theorem of Integration. Art. Nos. 450 to 457.
450. The foregoing result depends on a general theorem of integration which is as follows: taking $\theta$ any positive integer, the integral

$$
\int \frac{(u+p)^{m+u-q}(u+q)^{0} d u}{u^{m+1}(u+p+q)^{n+1}}
$$

has an algebraical value provided a single relation subsists between $p, q, m, n$ : viz. writing

$$
\left([m] p^{2}+[n] q^{2}\right)^{\theta}
$$

to denote

$$
[m]^{\theta} p^{2 \theta}+\frac{\theta}{1}[m]^{\theta-1}[n]^{1} p^{20-2} q^{2}+\ldots+[n]^{0} q^{20}
$$

where as usual $[m]^{\theta}$ represents the factorial

$$
m(m-1) \ldots(m-\theta+1),
$$

the required relation is

$$
\left([m] p^{2}+[n] q^{2}\right)^{\theta}=0 .
$$

451. If in this theorem, $m$ being a positive integer, we take $\theta=m$, and writing $u=z-a$, take $p=a+\alpha_{i} q=a-\alpha$, we have the integral

$$
\int \frac{(z-a)^{m}(z+a)^{n} d z}{(z-a)^{m+1}(z+a)^{m+1}}
$$

having an algebraical value, provided there is satisfied botween $a, a, m, n$ the relation

$$
\left\{[m]^{\prime}(a+\alpha)^{2}+[n](a-\alpha)^{2}\right\}^{2} m=0 .
$$

Or taking as before $\zeta=\frac{(a+\alpha)^{2}}{4 a z}$, we have $\zeta-1=\frac{(a-\alpha)^{2}}{4 a z}$, and the equation may be written

$$
\{[m] \zeta+[n](\zeta-1)\}^{m}=0
$$

which is the before-mentioned equation in $\zeta$ : thus, $m=2$, the equation is

$$
[2]^{3} \zeta^{2}+2[2]^{1}[n]^{1} \zeta(\zeta-1)+[n]^{2}(\zeta-1)^{2}=0
$$

that is, $\quad 2 \zeta^{2}+4 n \zeta(\zeta-1)+\left(n^{2}-n\right)(\zeta-1)^{2}=0$;
or

$$
\left(n^{2}-n\right)\left(\zeta^{2}-2 \zeta+1\right)+4 n\left(\zeta^{2}-\zeta\right)+2 \zeta^{2}=0
$$

which is $(n+2)(n+1) \zeta^{2}-2(n+1) n \zeta+n(n-1)=0$, as above.
452. To prove the general theorem, write for shortness

$$
U=(u+p)^{m+n-6+1}(u+p+q)^{-n}
$$

The integral then is

$$
\int \frac{U(u+q)^{\theta} d u}{u^{m+1}(u+p)(u+p+q)}
$$

which we assume to be

$$
\begin{array}{ll} 
& =U u^{-m}\left(A+B u+C u^{2} \ldots+K u^{\theta-1}\right) \\
\text { say it is } \quad & =U Q
\end{array}
$$

This will be the case if

$$
U Q^{\prime}+U^{\prime} Q=\frac{U(u+q)^{\theta}}{u^{m+1}(u+p)(u+p+q)}
$$

or what is the same thing,

$$
\frac{U^{\prime}}{U} Q+Q^{\prime}=\frac{(u+q)^{\theta}}{u^{m+1}(u+p)(u+p+q)}
$$

viz. substituting for $U^{\prime}$ its value, this is

$$
\begin{aligned}
{[(m+n-\theta+1)(u+p+q)} & -n(u+p)] Q \\
& +(u+p)(u+p+q) Q^{\prime}=\frac{(u+q)^{\theta}}{u)^{m+1}}
\end{aligned}
$$

c.
where $Q^{\prime}$ denotes $\frac{d Q}{d u}$. The question therefore is to express that this differential equation has an integral

$$
Q=u^{-m}\left(A+B u+C u^{2} \ldots+K u^{\theta-1}\right)
$$

Substituting this value and equating coefficients, we have between the $\theta$ coefficients $A, B, C \ldots K$, a system of $\theta+1$ equations implying one relation between the quantitics $m, n, p, q$ : and this condition being satisfied, the coefficients $A, B \ldots K$ will be completely determined, or we have for $Q$ an equation of the form in question.
453. For instance, if $\theta=1$, the equation is

$$
\{m u+m p+\overline{m+n} q\} Q+\left\{u^{2}+u(2 p+q)+p^{2}+p q\right\} Q^{\prime}=\frac{u+q}{u^{n+1}},
$$

to be satisfied by $Q=A u^{-m}$ : this gives

$$
\begin{aligned}
& \{m p+(m+n) q+m u \quad\} \quad A u^{-m} \\
+ & \left\{p^{2}+p q+(2 p+q) u+u^{\eta}\right\} \cdot-m A u^{m-1}=q^{-m-1}+u^{-m}
\end{aligned}
$$

that is

$$
\begin{aligned}
& u^{-m-1}\left\{\quad-m\left(p^{2}+p q\right) A-q\right\} \\
& u^{-m}\{\{m p+(m+n) q\} A-m(2 p+q) A-1\} \\
& u^{-m+1}\{+m A-m A \quad\}=0,
\end{aligned}
$$

viz. the equations are

$$
\begin{array}{r}
m\left(p^{2}+p q\right) A+q=0, \\
(m p-\eta q) A+1=0,
\end{array}
$$

whence eliminating $A$ we have $m\left(p^{2}+p q\right)-q(m p-n q)=0$, that is $m p^{2}+n q^{2}=0$, as the required relation in the case in hand.
454. Similarly if $\theta=2$, the differential equation is

$$
\begin{aligned}
& {[\overline{m-1} p+\overline{m+n-1} q+\overline{m-1} u] Q} \\
& \quad \quad\left[p^{2}+p q+u(2 p+q)+u^{2}\right] Q^{\prime}=\frac{(u+q)^{2}}{u^{m+1}},
\end{aligned}
$$

satisfied by $Q=A u^{-m}+B u^{-m+1}$. This gives

that is

$$
\begin{array}{rlr}
1+[\overline{n-1} p-n q] B \\
2 q+(m-1)\left(p^{2}+p q\right) B+(\overline{m+1} p-\overline{n-1} q) A & =0 \\
q^{2} & m\left(p^{2}+p q\right) A & =0
\end{array}
$$

and the elimination of $A, B$ gives the required condition, for the case $\dot{\theta}=2$ now in question.
455. The series of equations are

$$
\left.\begin{aligned}
& \theta=1,0=\left|\begin{array}{l}
1, m p-n q \\
q, m\left(p^{2}+p q\right)
\end{array}\right| \\
& \theta=2,0=\left|\begin{array}{l}
1, \overline{m-1} p-n q, 1 \\
2 q, \overline{m-1}\left(p^{2}+p q\right), \overline{m+1} p-\overline{n-1} q \\
q^{2},
\end{array}\right|
\end{aligned} \right\rvert\,
$$

$$
\theta=3,0=1, \overline{m-2} p-n q, 1
$$

$$
\begin{aligned}
& 3 q, \overline{m-2}\left(p^{2}+p q\right), m p-\overline{n-1} q, 2 \\
& 3 q^{2}, \\
& \overline{m-1}\left(p^{2}+p q\right), \overline{m+2} p-\overline{n-2} q
\end{aligned}
$$

$$
q^{3}, \quad . \quad m\left(p^{2}+p q\right)
$$

$$
\theta=4,0=\left\lvert\, \begin{array}{lll}
1, \overline{m-3} p-n q, 1 \\
4 q, \overline{m-3}\left(p^{2}+p q\right) & \overline{m-1} p-\overline{n-1} q, 2 \\
6 q^{2}, & \cdot & \overline{m-2}\left(p^{2}+p q\right), \overline{m+1} p-\overline{n-2} q, \overline{3} \\
4 q^{2}, & \cdot & \cdot \\
q^{4}, & \cdot & \cdot \\
& & m\left(p^{2}+p q\right), \overline{m+3} p-\overline{n-3} \\
y_{j} \\
& 23-2
\end{array}\right.
$$

456. Expanding the several determinants the equations are, for the case $\theta=1$,

$$
\begin{array}{cc}
{[m]^{1} p(p+q)} & ,=\left([m] p^{2}+[n] q^{2}\right)^{1},=0 \\
-1(q[m] p-[n] q) &
\end{array}
$$

for the case $\theta=\mathbf{2}$

$$
\begin{array}{ll} 
& {[m]^{2} p^{2}(p+q)^{2}} \\
-2[m]^{1} p(p+q) q([m-1] p-[n] q)^{2} \\
+1 & q^{2}([m] p-[n] q)^{2}
\end{array}
$$

for the case $\theta=3$

$$
\begin{aligned}
& \quad[m]^{3} p^{2}(p+q)^{2} \\
& -3[m]^{2} p^{2}(p+q)^{2} q([m-2] p-[n] q)^{2} \\
& +3[\dot{m}]^{3} p(p+q) q^{2}([m-1] p-[n] q)^{2} \\
& -1 \quad q^{3}([m] p-[n] q)^{2}
\end{aligned}
$$

for the case $\theta=4$

$$
\begin{aligned}
& \quad[m]^{4} p^{4}(p+q)^{4} \quad=\left([m] p^{2}+[n] q^{2}\right)^{3}, \\
& -4[m]^{3} p^{2}(p+q)^{2} q([m-3] p-[n] q)^{1} \\
& +6[m]^{2} p^{2}(p+q)^{2} q^{2}([m-2] p-[n] q)^{2} \\
& -4[m]^{1} p(p+q) q^{3}([m-1] p-[n] q)^{2} \\
& +1 \quad q^{4}([m] p-[n] q)
\end{aligned}
$$

and so on. The notations $([m] p-[n] q)^{1},([m] p-[n] q)^{2}$ have a signification analogous to $\left([m] p^{2}+[n] q^{2}\right)^{\frac{8}{2}},\left([m] p^{2}+[n] q^{2}\right)^{2}$, \&c. already explained: for instance

$$
([m] p-[n] q)^{2}=[m]^{2} p^{2}-2[m]^{1}[n]^{1} p q+[n]^{7} q^{2} .
$$

457. To show how the reduction is effeeted, consider for instance the second determinant; this contains terms multiplied by $1,2 q, \eta^{2}$ respectively :
the first is

$$
\text { 1. } \overline{m-1}\left(p^{2}+p q\right) \cdot m\left(p^{2}+p q\right),=1 \cdot[m]^{2} p^{2}(p+q)^{2} ;
$$

the second is
$2 q .-m\left(p^{2}+p q\right)\{(m-1) p-n q\}=-2[m]^{3} p(p+q) q([m-1] p-[n] q)^{1} ;$ the third is

$$
\begin{aligned}
& q^{2}(\overline{m-1} p-n q)\left\{(\overline{m+1} p-\overline{n-1} q)-(m-1)\left(p^{2}+p q\right)\right\} \\
& \quad=q^{2}\left\{\left(m^{2}-m\right) p^{2}-2 m n p q+\left(n^{2}-n\right) q^{2}\right\},=q^{2}([m] p-[n] q)^{2} .
\end{aligned}
$$

And similarly the third determinant is composed of terms in $1,3 q, 3 q^{4}, q^{2}$, which are the four terms in the first reduced expression of the determinant: and so in other cases. These first reduced expressions give without difficulty the final forms

$$
\left([m] p^{2}+[n] q^{2}\right)^{1},\left([m] p^{2}+[n] q^{2}\right)^{2}, \& c .
$$

458. Writing $\theta=n$, and $z-\alpha, \alpha-a, \alpha+a$ for $u, p, q$ respectively, we have the originally mentioned theorem in regard to the integral

$$
\int \frac{(z-a)^{m}(z+a)^{n} d z}{(z-\alpha)^{m+1}} \frac{(z+\alpha)^{n+1}}{}
$$

and thence, as already mentioned, the expressions of $a, y$ as functions of a parameter $z$ such that the arc of the curve is given by the formula

$$
s=\int \frac{d z}{\sqrt{z^{2}-a^{2} \cdot z^{2}-a^{2}}},
$$

viz. as an integral in the nature of an elliptic integral of the first kind.

## CHAPTER XVI.

on two integrals reducible to elliptic integrals.
459. An integral $\int \frac{d x}{\sqrt{P}}$, where $P$ is a quintic function of $x$, is not in general reducible to elliptic integrals; but Jacobi has shown (Crelle, t. viII. (1832) p. 416) that if $P$ has the particular form

$$
P=x(1-x)(1+\kappa x)(1+\lambda x)(1-\kappa \lambda x),
$$

then the integrals $\int \frac{d x}{\sqrt{P}}, \int \frac{x d x}{\sqrt{P}}$, that is the two integrals
$\int \frac{d x}{\sqrt{x \cdot 1-x \cdot 1+\kappa x \cdot 1+\lambda \cdot x \cdot 1-\kappa \lambda x}}, \int \frac{\sqrt{x} d x}{\sqrt{1-x \cdot 1+\kappa x \cdot 1+\lambda x \cdot 1-\kappa \lambda x}}$, are reducible to elliptic integrals: and that by means of the theory an elliptic integral of the first kind $\int \frac{d \phi}{\sqrt{1-k^{4} \sin ^{2} \phi}}$, where $k$ is a complex imaginary quantity, say $k=\sin (\alpha+\beta i)$, can be reduced to the form $G+I I i$, where $G$ and $H$ are real integrals of the above-mentioned kind.

Investigation of the Formula. Art. Nos. 460 to 463.
460. Considering the integral
$\int \frac{d x}{\sqrt{x} \sqrt{1-x .1+\kappa x .1+\lambda x .1-\kappa \lambda \cdot x}},=\int \frac{d x}{\sqrt{x X}}$ for shortness, viz. $X$ used to denote

$$
1-x .1+\kappa x .1+\lambda x .1-\kappa \lambda x
$$

write

$$
\begin{gathered}
b=\sqrt{\kappa}+\sqrt{\lambda} \quad(\div), \quad c=\sqrt{\kappa}-\sqrt{\lambda} \quad \\
b^{\prime}=1-\sqrt{\kappa \lambda} \quad(\div), \quad c^{\prime}=1+\sqrt{\kappa \lambda} \\
\text { denom }=\sqrt{1+\kappa \cdot 1+\lambda} \\
\text { ( } \div)
\end{gathered}
$$

and therefore

$$
\begin{aligned}
& b^{9}+b^{\prime 2}=1 \\
& c^{3}+c^{\prime 2}=1
\end{aligned}
$$



$$
=\frac{\left(b^{\prime}+c^{\prime}\right) \sin \phi}{B+C} \text { for shortness, }
$$

we have

$$
\begin{aligned}
&(1+\kappa x)(1+\lambda x)=(B+C)^{4}+(\kappa+\lambda)(B+C)^{2}\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi \\
&+\kappa \lambda\left(b^{\prime}+c^{\prime}\right)^{4} \sin ^{4} \phi(\div) \\
&(1-x)(1-\kappa \lambda x)=(B+C)^{4}-(1+\kappa \lambda)(B+C)^{3}\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi \\
&+\kappa \lambda\left(b^{\prime}+c^{\prime}\right)^{4} \sin ^{4} \phi \quad(\div)
\end{aligned}
$$

which after all reductions become

$$
\begin{array}{ll}
(1+\kappa x)(1+\lambda x)=\frac{1}{(B+C)^{4}} \cdot 4(B+C)^{2}, & =\frac{4}{(B+C)^{2}} \\
(1-x)(1-\kappa \lambda x)=\frac{1}{(B+C)^{4}} \cdot 4(B+C)^{2} \cos ^{2} \phi, & =\frac{4 \cos ^{2} \phi}{(B+C)^{2}}
\end{array}
$$

461. We have in fact

$$
\begin{aligned}
& \frac{c^{\prime}-b^{\prime}}{c^{\prime}+b^{\prime}}=\sqrt{\kappa \lambda}, \quad \kappa \lambda=\left(\frac{c^{\prime}-b^{\prime}}{c^{\prime}+b^{\prime}}\right)^{2} \\
& \frac{b^{2}+c^{2}}{b^{\prime 2}+c^{\prime 2}}=\frac{\kappa+\lambda}{1+\kappa \lambda}
\end{aligned}
$$

and thence

$$
\kappa+\lambda=\left\{1+\left(\frac{c^{\prime}-b^{\prime}}{c^{\prime}+b^{\prime}}\right)^{2}\right\} \frac{b^{2}+c^{2}}{b^{\prime 2}+c^{\prime 2}},=\frac{2\left(b^{2}+c^{2}\right)}{\left(b^{\prime}+c^{\prime}\right)^{2}},
$$

and $(1+\kappa)(1+\lambda)=\frac{4}{\left(b^{\prime}+c^{\prime}\right)^{2}}$.

Hence observing that

$$
\kappa \lambda\left(b^{\prime}+c^{\prime}\right)^{4} \sin ^{4} \phi=\left(b^{2}-c^{\prime 2}\right)^{2} \sin ^{4} \phi, \quad=\left(B^{2}-C^{2}\right)^{2},
$$

we have

$$
\begin{aligned}
& (B+C)^{4}+(\kappa+\lambda)(B+C)^{2}\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi+\kappa \lambda\left(b^{\prime}+c^{\prime}\right)^{4} \sin ^{4} \phi \\
= & (B+C)^{4}+2\left(b^{2}+c^{2}\right)(B+C)^{2} \sin ^{2} \phi+\left(B^{2}-C^{2}\right)^{2}, \\
= & (B+C)^{2}\left\{(B+C)^{2}+2\left(b^{2}+c^{2}\right) \sin ^{2} \phi+(B-C)^{2}\right\} \\
= & 2(B+C)^{2}\left\{B^{2}+C^{2}+\left(b^{2}+c^{2}\right) \sin ^{2} \phi\right\} \\
= & 4(B+C)^{2} .
\end{aligned}
$$

Also
$(B+C)^{4}-(1+\kappa \lambda)(B+C)^{2}\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi+\kappa \lambda\left(b^{\prime}+c^{\prime}\right)^{4} \sin ^{4} \phi$
$=(B+C)^{4}-2\left(b^{\prime 2}+c^{2}\right)(B+C)^{2} \sin ^{2} \phi+\left(B^{2}-C^{2}\right)^{2}$
$=(B+C)^{2}\left\{(B+C)^{2}-2\left(b^{\prime 2}+c^{\prime \prime}\right) \sin ^{2} \phi+(B-C)^{2}\right\}$
$=2(B+C)^{2}\left\{B^{2}+C^{2}-\left(b^{\prime 2}+c^{2}\right) \sin ^{2} \phi\right\}$
$=4(B+C)^{2} \cos ^{2} \phi$,
and we have thence the formulx in question.
462. Moreover from the equation

$$
\sqrt{x}=\frac{\left(b^{\prime}+c^{\prime}\right) \sin \phi}{B+C}
$$

we have

$$
\begin{aligned}
\frac{d x}{2 \sqrt{x}} & =\frac{\left(b^{\prime}+c^{\prime}\right) \cos \phi}{(B+C)^{2}}\left\{B+C+\sin ^{2} \phi\left(\begin{array}{l}
b^{2} \\
B
\end{array}+\frac{c^{2}}{C}\right)\right\} d \phi \\
& =\frac{\left(b^{\prime}+c^{\prime}\right) \cos \phi}{(B+C)^{2} B C}\left\{\left(B^{2}+l^{2} \sin ^{2} \phi\right) C+\left(C^{2}+c^{2} \sin ^{2} \phi\right) B\right\} d \phi \\
& =\frac{\left(b^{\prime}+c^{\prime}\right) \cos \phi d \phi}{(B+C) B C} ;
\end{aligned}
$$

and combining herewith the foregoing equations

$$
\begin{aligned}
& \sqrt{1-x \cdot 1-\kappa \lambda x}=\frac{2 \cos \phi}{B+C}, \\
& \sqrt{1+\kappa x .1+\lambda x}=\frac{2}{B+C},
\end{aligned}
$$

whence also

$$
\sqrt{X}=\sqrt{1-x .1+\kappa x .1+\lambda x .1-\kappa \lambda x}=\frac{4 \cos \phi}{(B+C)^{2}}:
$$

we have therefore

$$
\frac{d x}{\sqrt{x X}}=\frac{1}{2}\left(b^{\prime}+c^{\prime}\right) d \phi\left(\frac{1}{B}+\frac{1}{C}\right) .
$$

463. Moreover

$$
x=\frac{\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi}{(B+C)^{2}},
$$

and thence

$$
\begin{aligned}
\frac{\sqrt{x} d x}{\sqrt{X}} & =\frac{1}{2}\left(b^{\prime}+c^{\prime}\right)^{3} \sin ^{2} \phi \frac{1}{B C(B+C)} d \phi \\
& =\frac{1}{2}\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi \frac{B-C}{B C\left(B^{2}-C^{2}\right)} d \phi
\end{aligned}
$$

Or since

$$
B^{2}-C^{2}=-\left(b^{2}-c^{2}\right) \sin ^{2} \phi, \quad=\left(b^{2}-c^{2}\right) \sin ^{2} \phi,
$$

this is $\quad \frac{\sqrt{x} d x}{\sqrt{X}}=\frac{1}{2} \frac{\left(b^{\prime}+c^{\prime}\right)^{2}}{\left(b^{\prime}-c^{\prime}\right)} \cdot \frac{B-C}{B C} d \phi$

$$
=\frac{1}{2} \frac{\left(c^{\prime}+b^{\prime}\right)^{2}}{c^{\prime}-b^{\prime}}\left(\frac{1}{B}-\frac{1}{C}\right) d \phi
$$

viz. we have the two equations

$$
\begin{aligned}
\frac{d x}{\sqrt{x X}} & =\frac{1}{2}\left(c^{\prime}+b^{\prime}\right)\left(\frac{1}{B}+\frac{1}{C}\right) d \phi, \\
\frac{\sqrt{x} d x}{\sqrt{X}} & =\frac{1}{2} \frac{\left(c^{\prime}+b^{\prime}\right)^{\prime}}{c^{\prime}-b^{\prime}}\left(\frac{1}{B}-\frac{1}{C}\right) d \phi,
\end{aligned}
$$

where

$$
\begin{aligned}
X & =\sqrt{1-x .1+\kappa x .1+\lambda x .1-\kappa \lambda x}, \\
B & =\sqrt{1-b^{2} \sin ^{2} \phi} \\
C & =\sqrt{1-c^{2} \sin ^{2} \phi}
\end{aligned}
$$

and as above

$$
\sqrt{x}=\frac{\left(b^{\prime}+c^{\prime}\right) \sin \phi}{B+C} .
$$

We thus see that the two integrals in question $\int \frac{d x}{\sqrt{x X}}$, $\int \frac{\sqrt{x} d x}{\sqrt{X}}$ depend upon the two elliptic integrals of the first kind,

$$
\int \frac{d \phi}{\sqrt{1-b^{2} \sin ^{2} \phi}}, \int \frac{d \phi}{\sqrt{1-c^{2}} \sin ^{2} \phi},
$$

which is the theorem in question.
Further Developments. Art. Nos. 464 to 468.
464. We may express $\phi$ as a function of $x$; viz. the last equation gives

$$
B+C=\frac{\left(b^{\prime}+c^{\prime}\right) \sin \phi}{\sqrt{x}},
$$

and thence $\quad B^{2}+C^{2}-\frac{\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi}{x}=-2 B C$,
and $\left(B^{n}-C^{2}\right)^{2}-2\left(B^{2}+C^{2}\right) \frac{\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi}{x}+\frac{\left(b^{\prime}+c^{\prime}\right)^{4} \sin ^{4} \phi}{x^{2}}=0$;
or since as before $B^{2}-C^{1}=\left(b^{2}-c^{\prime 2}\right) \sin ^{2} \phi$, the whole equation divides by $\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi$, and throwing out this factor it becomes

$$
\left(b^{\prime}-c^{\prime}\right)^{2} \sin ^{2} \phi-2\left(B^{2}+C^{2}\right) \frac{1}{x}+\frac{\left(b^{\prime}+c\right)^{2} \sin ^{2} \phi}{x^{2}}=0,
$$

that is

$$
\left(b^{\prime}-c^{\prime}\right)^{2} x^{2} \sin ^{2} \phi-2 x\left\{2-\left(b^{2}+c^{2}\right) \sin ^{2} \phi\right\}+\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi=0,
$$

viz. $\quad \sin ^{2} \phi\left\{\left(b^{\prime}+c^{\prime}\right)^{2}+2\left(b^{2}+c^{2}\right) x+\left(b^{\prime}-c^{\prime}\right)^{2} x^{2}\right\}=4 x$;
that is

$$
\begin{aligned}
\sin ^{2} \phi & =\frac{4 x}{\left(b^{\prime}+c^{\prime}\right)^{2}+2\left(b^{2}+c^{2}\right) x+\left(b^{\prime}-c^{\prime}\right)^{2} a^{2}} \\
& =\frac{4 x}{\left(b^{\prime}+c^{\prime}\right)^{2}} \frac{1}{1+\frac{2\left(b^{2}+c^{2}\right)}{\left(b^{\prime}+c^{\prime}\right)^{2}} x+\left(\frac{b^{\prime}-c^{\prime}}{b^{\prime}+c^{\prime}}\right)^{2} x^{2}} \\
& =\frac{(1+\kappa)(1+\lambda) x}{1+\kappa x \cdot 1+\lambda x} ;
\end{aligned}
$$

hence we may write

$$
\begin{aligned}
\sin ^{2} \phi & =1+\kappa .1+\lambda \cdot x & & (\div), \\
\cos ^{2} \phi & =1-x .1-\kappa \lambda x & & (\div), \\
B^{2} & =(1-\sqrt{\kappa \lambda} x)^{\prime} & & (\div), \\
C^{2} & =(1+\sqrt{\kappa \lambda} x)^{2} & & (\div), \\
\text { denom. } & =1+\kappa x .1+\lambda x . & &
\end{aligned}
$$

where
465. It may be remarked that writing

$$
\begin{aligned}
1+\theta x= & \left\{(B+C)^{2}+\theta\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi\right] \div(B+C)^{2} \\
= & \left\{2-\left(b^{2}+c^{2}\right) \sin ^{2} \phi\right. \\
& \left.+\theta\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi+2 B C\right\} \div(B+C)^{2},
\end{aligned}
$$

and endeavouring to make the numerator a square, it will be the square of

$$
\sqrt{1+b \sin \phi} \sqrt{1+c \sin \phi}+\sqrt{1-b \sin \phi} \sqrt{1-c \sin \phi}
$$

or else of

$$
\sqrt{1+b \sin \phi} \sqrt{1-c \sin \phi}+\sqrt{1-b \sin \phi} \sqrt{1+c \sin \phi}
$$

viz. in the first case we must have

$$
2-\left(b^{2}+c^{2}\right) \sin ^{2} \phi+\theta\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi=2+2 b c \sin ^{2} \phi
$$

that is

$$
-\left(b^{2}+c^{2}\right)+\theta\left(b^{\prime}+c^{\prime}\right)^{2}=2 b c, \text { or } \theta=\frac{(b+c)^{2}}{\left(b^{\prime}+c^{\prime}\right)^{2}},=\kappa \text { : }
$$

and in the second case

$$
2-\left(b^{2}+c^{2}\right) \sin ^{2} \phi+\theta\left(b^{\prime}+c^{\prime}\right)^{2} \sin ^{2} \phi=2-2 b c \sin ^{2} \phi
$$

that is

$$
-\left(b^{2}+c^{2}\right)+\theta\left(b^{\prime}+c^{\prime}\right)^{2}=-2 b c, \text { or } \theta=\frac{(b-c)^{2}}{\left(b^{\prime}+c^{\prime}\right)^{2}},=\lambda .
$$

Hence the two equations are
$1+\kappa x=\{\sqrt{1+b \sin \phi} \sqrt{1+c \sin \phi}+\sqrt{1-b \sin \phi} \sqrt{1-c \sin \phi}\}^{2} \div(B+C)^{2}$, $1+\lambda x=\{\sqrt{1+b \sin \phi} \sqrt{1-c \sin \phi}+\sqrt{1-b \sin \phi} \sqrt{1+c \sin \phi}\}^{2} \div(B+C)^{2}$, leading to the before-mentioned equation

$$
1+\kappa x .1+\lambda x=4 \div(B+C)^{2}
$$

but there are no analogous values of $\mathbf{1}-\boldsymbol{x}, \mathbf{1}-\kappa x$ to lead to

$$
1-x .1-\kappa \lambda x=4 \cos ^{2} \phi \div(B+C)^{2} .
$$

466. Write now

$$
b=\sin (\alpha+\beta), \quad c=\sin (\alpha-\beta),
$$

and thereforo

$$
b^{\prime}=\cos (\alpha+\beta), \quad c^{\prime}=\cos (\alpha-\beta) ;
$$

wo hence obtain

$$
\begin{aligned}
& \sqrt{\kappa}=\frac{2 \sin \alpha \cos \beta}{2 \cos \alpha \cos \beta}=\tan \alpha, \sqrt{x}=\frac{2 \cos \alpha \cos \beta \sin \phi}{B+C}, \\
& \sqrt{\lambda}=\frac{2 \sin \beta \cos \alpha}{2 \cos \alpha \cos \beta}=\tan \beta \\
B= & \sqrt{1-\sin ^{2}(\alpha+\beta) \sin ^{2} \phi} \\
C= & \sqrt{1-\sin ^{2}(\alpha-\beta) \sin ^{2} \phi} \\
X= & (1-\alpha)\left(1+x \tan ^{2} \alpha\right)\left(1+x \tan ^{2} \beta\right)\left(1-\alpha \tan ^{2} \alpha \tan ^{2} \beta\right),
\end{aligned}
$$

and therefore

$$
\begin{gathered}
\frac{d x}{\sqrt{x X}}=\cos \alpha \cos \beta\left(\frac{1}{B}+\frac{1}{C}\right) d \phi \\
\frac{\sqrt{x} d x}{\sqrt{X}}=\frac{\cos ^{2} \alpha \cos ^{2} \beta}{\sin \alpha \sin \beta}\left(\frac{1}{\bar{B}}-\frac{1}{C}\right) d \phi
\end{gathered}
$$

Writing this last equation in the form

$$
\tan \alpha \tan \beta \frac{\sqrt{x} d x}{\sqrt{X}}=\cos \alpha \cos \beta\left(\frac{1}{B}-\frac{1}{C}\right) d \phi
$$

we have

$$
\begin{aligned}
& 2 \cos \alpha \cos \beta \frac{d \phi}{B}=\frac{d x}{\sqrt{x X}}(1+x \tan \alpha \tan \beta), \\
& 2 \cos \alpha \cos \beta \frac{d \phi}{C}=\frac{d x}{\sqrt{x X}}(1-x \tan \alpha \tan \beta) .
\end{aligned}
$$

If in these equations we write $\beta i$ for $\beta, X$ continues a real function, viz. we have

$$
X=(1-x)\left(1+x \tan ^{2} \alpha\right)\left(1+x \tan ^{2} \beta i\right)\left(1-x \tan ^{2} \alpha \tan ^{2} \beta i\right) ;
$$

and the formulæ are

$$
\begin{aligned}
& \sqrt{x}=\frac{2 \cos \alpha \cos \beta i \sin \phi}{B+C}, \text { giving rise to } \\
& 2 \cos \alpha \cos \beta i \frac{d \phi}{B}=\frac{d x}{\sqrt{x X}}(1+x \tan \alpha \tan \beta i), \\
& 2 \cos \alpha \cos \beta i \frac{d \phi}{C}=\frac{d x}{\sqrt{x X}}(1-x \tan \alpha \tan \beta i),
\end{aligned}
$$

where observe that $B+C$,

$$
=\sqrt{1-\sin ^{2}(\alpha+\beta i) \sin ^{2} \phi}+\sqrt{1-\sin ^{2}(\alpha-\beta i) \sin ^{2} \phi}
$$

is real; viz, these formule give the values of

$$
\int \frac{d \phi}{\sqrt{1-\sin ^{2}(\alpha+\beta i) \sin ^{2} \phi}}, \int \frac{d \phi}{\sqrt{1-\sin ^{2}(\alpha-\beta i) \sin ^{2} \phi}},
$$

in terms of the integrals

$$
\int \frac{d x}{\sqrt{x X}} \text { and } \int \frac{\sqrt{x} d x}{\sqrt{X}}
$$

We may change the form by writing $\tan \beta i=i \sin \gamma$, whence

$$
\cos \beta i=\frac{1}{\cos \gamma}, \quad \sin \beta i=i \tan \gamma:
$$

we thus have

$$
\kappa=\tan ^{2} a, \lambda=-\sin ^{2} \gamma,
$$

$$
\begin{aligned}
\sqrt{x}= & \frac{2 \cos \alpha}{\cos \gamma} \cdot \frac{\sin \phi}{B}+\bar{C}, \\
X= & (1-x)\left(1+x \tan ^{2} \alpha\right)\left(1-x \sin ^{2} \gamma\right)\left(1+x \tan ^{2} \alpha \sin ^{2} \gamma\right), \\
& \frac{2 \cos \alpha}{\cos \gamma} \cdot \frac{d \phi}{B}=\frac{d x}{\sqrt{x X}}(1+i x \tan \alpha \sin \gamma), \\
& \frac{2 \cos \alpha}{\cos \gamma} \cdot \frac{d \phi}{C}=\frac{d x}{\sqrt{x X}}(1-i x \tan \alpha \sin \gamma),
\end{aligned}
$$

and observing the equation

$$
\sin ^{2} \phi=\frac{(1+\kappa)(1+\lambda) x}{(1+\kappa x)(1+\lambda x)}=\frac{1}{\left(\cos ^{2} \alpha+x \sin ^{2} \alpha\right)} \frac{x \cos ^{2} \gamma}{1-x \sin ^{2} \gamma},
$$

we see that to real values of $\phi$ there correspond values of $x$ which are positive and less than 1 , and that as $x$ passes from 0 to $1, \sin ^{2} \phi$ passes from 0 to 1 , or $\phi$ from 0 to $90^{\circ}, X$ being thus always real and positive.

Writing $\sin \phi=y$, the relation between $\phi, x$ gives a relation between $x, y$ : viz. this is

$$
\sqrt{x}=\frac{\left(b^{\prime}+c^{\prime}\right) y}{\sqrt{1-b^{2} y^{2}+\sqrt{1-c^{2} y^{2}}},}
$$

or what is the same thing

$$
y^{2}=\frac{(1+\kappa)(1+\lambda) x}{(1+\kappa x)(1+\lambda x)},
$$

viz. this is a quartic curve; and introducing $z$ for homogeneity, or writing the equation in the form

$$
y^{2}(z+\kappa x)(z+\lambda x)-(1+\kappa)(1+\lambda) x z^{3}=0,
$$

we sce that
$x=0, z=0$ is a fleflecnode, the tangents being $z+\kappa x=0$, $z+\lambda x=0 ;$
$y=0, z=0$ is a cusp, the tangent being $y=0$;
$x=0, y=0$ is an ordinary point, the tangent being $x=0$; hence the curve, as having a node and cusp, is bicursal.
467. The transformation of a given imaginary modulus into the form $\sin (\alpha+\beta i)$ presents of course no difficulty: assuming that we have $k=e+f i$, then we have to find $\alpha, \beta$ such that $e+f i=\sin (\alpha+\beta i)$, or writing $\sin \alpha=\xi, \sin \beta i=i \eta$, to find $\xi, \eta$ from the equations

$$
e=\xi \sqrt{1+\eta^{2}}, \quad f=\eta \sqrt{1-\xi^{2}}:
$$

these give

$$
e^{2}=\xi^{2}+\xi^{3} \eta^{2}, \quad f^{4}=\eta^{2}-\xi^{2} \eta^{2},
$$

whence $e^{2}+f^{2}=\xi^{2}+\eta^{2}$, and thence easily
where

$$
\begin{aligned}
\xi^{2} & =\frac{1}{2}\left\{1+e^{2}+f^{2}-\sqrt{\nabla}\right\}, \\
\eta^{2} & =\frac{1}{2}\left\{-1+e^{2}+f^{2}+\sqrt{\nabla}\right\}, \\
\nabla & =1+e^{4}+f^{4}-2 e^{2}+2 f^{4}+2 e^{2} f^{2} .
\end{aligned}
$$

If as above $\sin \beta i=i \tan \gamma$, then $\tan \gamma=\eta$, or the equations give $\xi,=\sin \alpha$, and $\eta,=\tan \gamma$.
468. The integrals $\int \frac{d x}{\sqrt{P}}, \int \frac{x d x}{\sqrt{P}}$ are also reducible to elliptic integrals when the quintic function $P$ has the form

$$
P=x(1-x)(1+\kappa x)(1+\lambda x)(1+\overline{\kappa+\lambda+\kappa \lambda} x),
$$

as shown by Prof. M. Roberts in his "Tract on the Addition of Elliptic and Hyper-elliptic Integrals," Dublin, 1871, p. 63 ; and in the Note, p. 82, to the same work, a simple demonstration is given of the theorem (due to Prof. Gordan) that the like integrals, wherein $P$ denotes a sextic function the skew invariant of which vanishes, are reducible to elliptic integrals.

## ADDITION. FURTHER THEORY OF THE LINEAR AND QUADRIC TRANSFORMATIONS.

The Linear Transformation. Art. Nos. 469 to 473.
469. We consider the transformation of the differential expression

$$
\frac{d x}{\sqrt{x-\alpha \cdot x-\beta \cdot x-\gamma \cdot x-\delta}},
$$

where the new variable $y$ is given by an equation of the form

$$
x y+B x+C y+D=0 .
$$

The coefficients $B, C, D$ might be expressed in terms of any three pairs of corresponding values of the variables $x, y$, say the values $\alpha, \beta, \gamma$ of $x$, and the corresponding values $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$ of $y$ :' but it is better to consider in a symmetrical manner four pairs of corresponding values, viz. the values $\alpha, \beta, \gamma, \delta$ of $x$ and the corresponding values $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}, \delta^{\prime}$ of $y$. We have thus four equations from which $B, C, D$ may be eliminated, and we obtain the relation

$$
\left|\begin{array}{ccc}
a z^{\prime}, a, & \alpha^{\prime}, 1 \\
\beta \beta^{\prime}, \beta, \beta, 1 \\
\gamma \gamma^{\prime}, \gamma, & \gamma^{\prime}, 1 \\
\delta \delta^{\prime}, \delta, & \delta^{\prime}, 1
\end{array}\right|=0,
$$

which in fact expresses that the two sets of values ( $a, \beta, \gamma, \delta$ ) and ( $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}, \delta^{\prime}$ ) correspond homographically to each other.

## 470. Writing for convenience

$$
\begin{aligned}
& a, b, c, f, g, h=\beta-\gamma, \gamma-\alpha, \quad \alpha-\beta, \alpha-\delta, \beta-\delta, \gamma-\delta, \\
& a^{\prime}, b^{\prime}, c^{\prime}, f^{\prime}, g^{\prime}, h^{\prime}=\beta^{\prime}-\gamma^{\prime}, \gamma^{\prime}-a^{\prime}, a^{\prime}-\beta^{\prime}, a^{\prime}-\delta, \beta^{\prime}-\delta^{\prime}, \gamma^{\prime}-\delta^{\prime},
\end{aligned}
$$

so that identically

$$
a f+b g+c h=0, a^{\prime} f^{\prime}+b^{\prime} g^{\prime}+c^{\prime} h^{\prime}=0
$$

then, as is well known, the relation in question may be expressed in the several forms

$$
a f: b g: c h=a^{\prime} f^{\prime}: b^{\prime} g^{\prime}: c^{\prime} h^{\prime} ;
$$

or, what is the same thing, there exists a quantity $N$ such that

$$
\frac{a^{\prime} f^{\prime}}{u f}=\frac{b^{\prime} g^{\prime}}{b g}=\frac{c^{\prime} h^{\prime}}{c h}=N^{\prime}
$$

471. The relation between $(x, y)$ may now be expressed in the several forms,

$$
\frac{y-\alpha^{\prime}}{y-\delta^{\prime}}=P \frac{x-\alpha}{x-\delta^{\prime}}, \frac{y-\beta^{\prime}}{y-\delta^{\prime}}=Q \frac{x-\beta}{x-\delta}, \frac{y-\gamma^{\prime}}{y-\delta^{\prime}}=R \frac{x-\gamma}{x-\delta^{\prime}},
$$

and writing for $(x, y)$ their corresponding values, the values of $P, Q, R$ are found to be

$$
P=\frac{b^{\prime} h}{b h^{\prime}}=\frac{c^{\prime} g}{c g^{\prime}} ; Q=\frac{c^{\prime} f}{c f^{\prime}}=\frac{a^{\prime} h}{a h^{\prime}} ; \quad R=\frac{a^{\prime} g}{a g^{\prime}}=\frac{b^{\prime} f}{b f^{\prime}} ;
$$

and we thence obtain
$f^{2} P N^{\prime}=f^{\prime 2} Q R, g^{2} Q N^{2}=g^{\prime} R P, h^{2} R N^{2}=h^{\prime 2} P Q, \sqrt{P Q R}=\frac{f g h}{f g^{\prime} g^{\prime} h^{\prime}} N^{3}$.
472. Differentiating any one of the equations in $(x, y)$, for instance the first of them, we find

$$
\frac{f^{\prime} d y}{(y-\delta)^{2}}=\frac{f P d x}{(x-\delta)^{2}},
$$

and then forming the equation

$$
\frac{\sqrt{y-\alpha^{\prime} \cdot y-\beta^{\prime} \cdot y-\gamma^{\prime}}}{\left(y-\delta^{\prime}\right) \sqrt{y-\delta^{\prime}}}=\frac{\sqrt{P(y R} \sqrt{x-\alpha \cdot x-\beta \cdot x-\gamma}}{(x-\delta) \sqrt{x-\delta}}
$$

or if we please
$\frac{\sqrt{y-\alpha^{\prime} \cdot y-\beta^{\prime} \cdot y-\gamma^{\prime} \cdot y-\delta^{\prime}}}{(y-\delta)^{2}}=\frac{\sqrt{P Q R} \sqrt{x-\alpha \cdot x-\beta \cdot x-\gamma \cdot x-\delta}}{(x-\delta)^{2}}$,
c.
24
and attending to the relation $f^{2} P N^{2}=f^{\prime \prime} Q R$, we obtain

$$
\frac{N d y}{\sqrt{y-\alpha^{\prime} \cdot y-\beta^{\prime} \cdot y-\gamma^{\prime} \cdot y-\delta}}=\frac{d x}{\sqrt{x-\alpha \cdot x-\beta \cdot x-\gamma \cdot x-\delta}}
$$

which is the required formula: ( $\alpha, \beta, \gamma, \delta$ ) and any three, say ( $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$ ), of the other set of quantities are arbitrary, and the values of $\delta^{\prime}, N$ in terms of these are given as above.
473. It is proper to remark that in this and similar formula the sign of the multiplier $N$ may be assumed at pleasure: only, this being so, the radicals $\sqrt{X}$ and $\sqrt{Y}$ of the formulæ are not in general both positive; we have between the radicals a relation of the form $F \sqrt{X}= \pm G \sqrt{Y}(F, G$ rational functions) wherein the sign $\pm$ has a determinate signification; in fact the last-mentioned relation combined with the differential equation gives $\pm N G d y=F d x$, which equation substituting therein for $\frac{d y}{d x}$ its value, obtained by differentiation as a rational function of $(x, y)$, is a rational equation equivalent, when the sign is taken properly, to the given rational equation between the variables $(x, y)$. The sign $\pm$ of the equation $F \sqrt{X}= \pm G \sqrt{Y}$ might have been assumed at pleasure, and the sign of $N$ would then have been determinate; but this is less convenient.

Transformation of a form into itself. Art. No. 474.
474. The homogruphic relation is satisfied by writing therein

$$
a^{\prime}, \beta^{\prime}, \gamma^{\prime}, \delta=(\alpha, \beta, \gamma, \delta),(\beta, \alpha, \delta, \gamma),(\gamma, \delta, \gamma, \beta), \text { or }(\delta, \gamma, \beta, \alpha):
$$

these values in fact give

$$
\begin{array}{lrrrrr}
a^{\prime}, & b^{\prime}, & c^{\prime}, & f^{\prime}, & g^{\prime}, & h^{\prime},= \\
\hline a, & b, & c, & f, & g, & h, \\
f, & -g, & -c, & a, & -b, & -h, \\
-f, & -b, & h, & -a, & -g, & c, \\
-a, & g, & -h, & -f, & b, & -c,
\end{array}
$$

respectively, so that in each case

$$
a^{\prime} f^{\prime}: b^{\prime} g^{\prime}: c^{\prime} h^{\prime}=a f: b \mathcal{J}: c h .
$$

We have thus four solutions of the equation

$$
\frac{d y}{\sqrt{y-\alpha \cdot y-\beta \cdot y-\gamma \cdot y-\delta}}=\frac{d x}{\sqrt{x-\alpha \cdot x-\beta \cdot x-\gamma \cdot x-\delta}} ;
$$

viz. these are

$$
\begin{array}{lr}
\frac{y-\alpha}{y-\delta}= & \frac{x-\alpha}{x-\delta}, \\
\frac{y-\beta}{y-\gamma}= & \frac{\beta-\delta x-\alpha}{\gamma-\alpha} \frac{x-\delta}{x-\delta}, \\
y-\gamma= & -\gamma-\delta x-\alpha, \\
y-\beta=\beta x-\delta, \\
\frac{y-\delta}{y-\alpha}=-\frac{\beta-\delta \cdot \gamma-\delta x-\alpha}{\gamma-\alpha \cdot \alpha-\beta} \frac{\gamma-\delta}{x-\delta},
\end{array}
$$

the first of them being the self-evident solution $y=x$.
In particular there are four solutions of

$$
\frac{d y}{\sqrt{y^{2}-1 \cdot y^{2}-\frac{1}{k^{2}}}}=\frac{d x}{\sqrt{x^{2}-1 \cdot x^{2}-\frac{1}{k^{2}}}},
$$

that is

$$
\frac{d y}{\sqrt{1-y^{2} \cdot 1-k^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}} ;
$$

viz. these are $y=x, y=-x, y=\frac{1}{k x x}$, and $y=-\frac{1}{k x x}$, respectively.

Application to the standard form. Art. Nos. 475 to 477.
475. Considering now the equation

$$
\frac{N d y}{\sqrt{y^{2}-1 \cdot y^{2}-\frac{1}{\lambda^{2}}}}=\frac{d x}{\sqrt{x^{2}-1 \cdot x^{2}-\frac{1}{k^{2}}}},
$$

or, writing $N=\frac{k M}{\lambda}$, say

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} \cdot x^{2}}},
$$

if in the general form we assume

$$
a, \beta, \gamma, \delta=1,-1, \frac{1}{k},-\frac{1}{k},
$$

then we have in any one of the twenty-four orders

$$
a^{\prime}, \beta^{\prime}, \gamma^{\prime}, \delta=1,-1, \frac{1}{\lambda},-\frac{1}{\lambda}
$$

and since, for any one of these orders, $\lambda$ will be determined by a quadric equation, it would at first sight appear that there might be in all twenty-four pairs of solutions, belonging to forty-eight different values of $\lambda, M$. But the solutions corresponding to two orders in which $\frac{1}{\lambda},-\frac{1}{\lambda}$ are interchanged, are equivalent; and moreover $y=\phi(x)$ being a solution belonging to determinate values of $\lambda, M$, then we have, belonging to the same values of $\lambda, M$, the four solutions $y=\phi(x), y=\phi(-x)$, $y=\phi\binom{1}{k x}$ and $y=\phi\left(-\frac{1}{k \cdot x}\right)$ : we have thus only three pairs of solutions, or say six solutions, belonging each to a different set of values of $\lambda, M$; and which correspond to the three orders

$$
\begin{aligned}
& a^{\prime}, \beta^{\prime}, \gamma^{\prime}, \delta^{\prime}= \\
& 1,-1, \frac{1}{\lambda},-\frac{1}{\lambda}, \\
& 1, \frac{1}{\lambda^{\prime}},-1,-\frac{1}{\lambda}, \\
& 1, \frac{1}{\lambda},-\frac{1}{\lambda},-1 .
\end{aligned}
$$

476. Forming for each of these the equation which determines $\lambda$, say in the form $\frac{a^{\prime} f^{\prime}}{a f}=\frac{b^{\prime} g^{\prime}}{b g}$, we have successively the three equations

$$
\left(\frac{1+\lambda}{1-\lambda}\right)^{2}=\left(\frac{1+k}{1-k}\right)^{2}, \frac{(1+\lambda)^{2}}{4 \lambda}=\binom{1+k}{1-k}^{2}, \frac{4 \lambda}{(1+\lambda)^{2}}=\left(\frac{1+k)^{2}}{1-k}\right)^{2},
$$

giving for $\lambda$ the values

$$
k, \frac{1}{k} ;\left(\frac{1-\sqrt{k}}{1+\sqrt{k}}\right)^{2},\left(\frac{1+\sqrt{k}}{1-\sqrt{k}}\right)^{2} ;\left(\frac{1-i \sqrt{k}}{1+i \sqrt{k}}\right)^{2},\left(\frac{1+i \sqrt{k}}{1-i \sqrt{k}}\right)^{2} .
$$

The corresponding values of $N$ are derived from the equation $N^{*}=\frac{a^{\prime} f^{\prime}}{a f}$, viz. we thus obtain for $\frac{\lambda N}{k}$, that is for $M$, the values

$$
\frac{1+\lambda}{1+k} ; \frac{i(1+\lambda)}{1+k} ; \frac{2 i \sqrt{\lambda}}{1+k} ;
$$

viz. substituting for $\lambda$ its values, these are

$$
1, \frac{1}{k} ; \frac{2 i}{(1+\sqrt{k})^{2}}, \frac{2 i}{(1-\sqrt{k})^{2}} ; \frac{2 i}{(1+i \sqrt{k})^{2}}, \frac{2 i}{(1-i \sqrt{k})^{2}} .
$$

477. The six transformations

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
$$

then are

where it is to be remarked that the last four transformations are included under the form

$$
y=\frac{1+a}{1-\alpha} \frac{1-a x}{1+a x}, \quad \lambda=\left(\frac{1-a}{1+a}\right)^{2}, \quad M=\frac{2 i}{(1+a)^{2}},
$$

where $a$ is a fourth root of $k$. These are in fact Abel's results referred to No. 416.

The Quadric Transformation for the standard form.
Art. Nos, 478 to 482.
478. Reckoning the number of linear transformations as six, that of the quadric transformations is reckoned as eighteen; viz, these are Abel's eighteen transformations referred to No. 418. Taking as before the differential relation to be

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{4} y^{2}}}=\frac{d x}{\sqrt{1-x^{x} \cdot 1-k^{2} x^{2}}},
$$

we have, Four transformations

| $y=$ | $\lambda=$ | $M=$ |
| :---: | :---: | :---: |
| $(1+k) x$ | $\overbrace{2 \sqrt{k}}$ | 1 |
| 1+kix ${ }^{\text {a }}$, | $1+\bar{k}$ | $\overline{1}+\bar{k}$ |
| $(1-k) x$ | $2 i \sqrt{k}$ | 1 |
| 1-k $\cdot \overrightarrow{x^{4}}$, | $\overline{1-k}$, | $\overline{1-k}$ |
| $2 \sqrt{k} \cdot x$ | $1+k$ | 1 |
| $1+k \cdot x^{2}$ | $\overline{2} \sqrt{k}$, | $\overline{2 \sqrt{k}}$, |
| $2 i \sqrt{k} \cdot x$ | 1-k | 1 |
| $\overline{1-k} x^{2}$ | $\overline{2, ~ \sqrt{k}}$, | $\overline{2 i \sqrt{k}}$ |

479. Six transformations

| $y=$ | $\lambda=$ | $M=$ |
| :---: | :---: | :---: |
| $1+k x^{2}$ | 1-k | $i$ |
| -1+kx $x^{2}$ | $\overline{1+} k^{\prime}$ | $\overline{1+k}$, |
| $-1+k x^{2}$ | $1+k$ | $i$ |
| $1+k \cdot x^{2}$, | $\overline{1-k}$, | $\overline{1-k}$, |
| $1-\left(1+k^{\prime}\right) x^{2}$ | 1- $k^{\prime}$ | 1 |
| $1-\left(1-k^{\prime}\right) x^{2}$ | $\overline{1+} k^{\prime}$ | $\overline{1+k^{\prime}}$ |
| $1-\left(1-k^{\prime}\right) x^{2}$ | $1+k^{\prime}$ | 1 |
| $\overline{1-(1+k)} x^{2}$ | $1-k^{\prime}$ | $\overline{1-k^{\prime}}$ |
| $\frac{-\left(k^{\prime}+i k\right)+i k x^{3}}{\left(k^{\prime}-i l\right)+i k x^{2}}$ | $\frac{k^{\prime}-i k}{k^{\prime}+i k}$ | $k+i k^{\prime}$ |
| $(k-i k)+i k x^{2}$ | $k+i k$ |  |
| $\left(k^{\prime}-i k\right)+i k x^{2}$, | $k^{\prime}+i k$, | $-k+i k^{\prime} ;$ |
| $-\left(k^{\prime}+i k\right)+i k x^{2}$ | $k^{\prime}-i{ }^{\prime}$ | $-k+i k ;$ |

480. And lastly, Eight transformations
$y=\frac{\sqrt{1+k}+\sqrt{2} \sqrt[4]{k}}{\sqrt{1+k}-\sqrt{2} \sqrt[4]{k}} \frac{1+k x^{2}+x \sqrt{2} \sqrt[4]{k} \sqrt{1+k x^{2}-x \sqrt{2}} \sqrt[4]{k} \sqrt{1+k}}{1+}$

$$
\lambda=\left(\frac{\sqrt{1+k}-\sqrt{2} \sqrt[i]{k}}{\sqrt{1+k}+\sqrt{2} \sqrt{k}}\right)^{2} \text {, and } M=\frac{2 i}{(\sqrt{1+k}+\sqrt{2} \sqrt[4]{k})^{2}} .
$$

Do. with $-\sqrt[4]{k}$ for $\sqrt[4]{k}$,
" " $i \sqrt[4]{k} \quad$ "
" $\quad$ " $-i \sqrt[1]{k}$
Do. with $\frac{1+i}{\sqrt{2}} \sqrt[f]{k}$ for $\sqrt[4]{k}$ and $-k, \sqrt{1-k}$ for $k, \sqrt{1+k}$,
$" \quad \frac{1-i}{\sqrt{2}} \sqrt[4]{k} \quad " \quad$ " $\quad$ "
" $\quad \frac{-1+i}{\sqrt{2}} \sqrt[4]{k} \quad n \quad " \quad$ " $\quad "$
$" \quad \frac{-1-i}{\sqrt{2}} \sqrt[4]{k} \quad n \quad n \quad n \quad "$
481. The last formula, writing for shortness, $\beta$ an eighth root of $16 h^{3}$, and $\alpha=\sqrt{1+\frac{1}{4} \beta^{4}}$, are included under the form

$$
y=\frac{\alpha+\beta}{\alpha-\beta} \frac{1+\alpha \beta x+\frac{1}{4} \beta^{4} x^{2}}{1-\alpha \beta x+\frac{1}{4} \beta^{4} x^{2}}, \quad \lambda=\left(\frac{\alpha-\beta}{\alpha+\beta}\right)^{2}, \quad M=\frac{2 i}{(\alpha+\beta)^{2}},
$$

and the verification may be effected as follows: we have

$$
\begin{aligned}
& 1+y=1-\alpha \beta x+\frac{1}{4} \beta^{2} x^{2}+\frac{\alpha+\beta}{\alpha-\beta}\left(1+\alpha \beta x+\frac{1}{4} \beta^{4} x^{2}\right) \quad(\div), \\
& =\frac{2 x}{\alpha-\beta}\left(1+\frac{1}{2} \beta^{2} x\right)^{2} \\
& 1-y=1-\alpha \beta x+\frac{1}{4} \beta^{4} x^{4}-\frac{\alpha+\beta}{\alpha-\beta}\left(1+\alpha \beta x+\frac{1}{4} \beta^{4} x^{4}\right) \quad(\div) \text {, } \\
& =-\frac{2 \beta}{\alpha-\beta}(1+x)\left(1+\frac{1}{4} \beta^{6} x\right) \quad(\div) \text {, }
\end{aligned}
$$

$$
\begin{array}{rlr}
1+\lambda y=1-\alpha \beta x+\frac{1}{\alpha} \beta^{4} x^{3}+\frac{\alpha-\beta}{\alpha+\beta}\left(1+\alpha \beta x+\frac{1}{\delta} \beta^{4} x^{2}\right) & (\div), \\
& =\frac{2 x}{\alpha+\beta}\left(1-\frac{1}{2} \beta^{4} x\right)^{2} & (\div), \\
1-\lambda y=1-\alpha \beta x+\frac{1}{6} \beta^{4} x^{3}-\frac{\alpha-\beta}{a+\beta}\left(1+\alpha \beta x+\frac{1}{1} \beta^{4} x^{2}\right) & (\div), \\
& ={ }_{\alpha+\bar{\beta}}^{2 \beta}(1-x)\left(1-\frac{1}{\downarrow} \beta^{4} x\right) & (\div),
\end{array}
$$

where

$$
\text { denom. }=1-a \beta x+\frac{1}{2} \beta^{4} x^{2} .
$$

Hence

$$
\sqrt{1-y^{2} \cdot 1-\lambda^{3} y^{3}}=\frac{4 i x \beta}{(a+\beta)(a-\beta)}\left(1-\frac{1}{-1} \beta^{4} x^{2}\right) \sqrt{1-x^{2} \cdot 1-k^{2} x^{2}} \quad(\div) \text {, }
$$

where $k^{3}$ is written instead of its value $\frac{1}{16} \beta^{3}$ : and moreover

$$
d y=\frac{2 a \beta(\alpha+\beta)}{\alpha-\beta}\left(1-\frac{1}{1} \beta^{4} x^{2}\right) d x
$$

in which two formule the denominator is equal to the square of its above-mentioned value; we hence find the required formula,

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}},
$$

where $M$ has its proper value $=\frac{2 i}{(a+\beta)^{2}}$.
482. It is, as regards all the formula, convenient to remark that the value of $M$ may be verified by taking $x$ small; thus, if when $x$ is small the equation for $y$ becomes $y=\beta x$, then obviously $M=\frac{1}{\beta}$; if the equation becomes $y= \pm 1+\beta x^{2}$, then we have $M=\frac{\mp \sqrt{1-\lambda^{2}}}{\sqrt{\mp 2 \beta}}$; and so in other cases.

## Combined Transformations: Irrational Transformations.

$$
\text { Art. Nos. } 483 \text { to } 487 .
$$

483. By combining two linear transformations, we obtain a transformation which is linear, and as such is a transformation belonging to the system; viz. it is either one of the six transformations, or it is at oncę reducible to one of these. Similarly, by combining a quadric transformation with a linear one, we obtain a transformation which is quadric, and as such is equivalent to one of the system. For instance, changing the letters, if with the quadric transformation

$$
z=\frac{(1+k) x}{1+k \cdot x^{n}},
$$

giving $\frac{\frac{1}{1+k^{2}} d z}{\sqrt{1-s^{x} \cdot 1-\lambda^{3} z^{4}}}=\frac{d x}{\sqrt{1-z^{2}} \cdot 1-k^{*} x^{2}}, \quad \lambda=\frac{2 \sqrt{k}}{1+k^{\prime}}$,
we combine the linear transformation

$$
\begin{aligned}
& y=\frac{1+\sqrt{k}}{1-\sqrt{k}} \frac{1-x \sqrt{k}}{1+x \sqrt{k}}, \\
& \text { giving } \frac{\frac{2 i}{(1+\sqrt{k})^{2}} d y}{\sqrt{1-y^{2} \cdot 1-\gamma^{4} y^{4}}}=\frac{d x}{\sqrt{1-x^{2}} \cdot 1-h^{2} x^{2}}, \quad \gamma=\left(\frac{1-\sqrt{k}}{1+\sqrt{k}}\right)^{2} \text {, }
\end{aligned}
$$

we have $z$ a quadric function such that

$$
\frac{\frac{(1+\sqrt{k})^{2}}{2 i(1+k)} d z}{\sqrt{1-z^{2} \cdot 1-\lambda^{7} z^{2}}}=\frac{d y}{\sqrt{1-y^{2}} \cdot 1-\gamma^{2} y^{2}}
$$

and this must be one of the series of quadric transformations. We in fact find

$$
\begin{aligned}
\sqrt{k}=\frac{1-\sqrt{\gamma}}{1+\sqrt{\gamma}}, \text { and thence } \lambda=\frac{1-\gamma}{1+\gamma}, \quad \frac{(1+\sqrt{h})^{2}}{2 i(1+k)}=\frac{-i}{1+\gamma}, \\
x \sqrt{\bar{k}}=\frac{1-y \sqrt{\gamma}}{1+y \sqrt{\gamma}}, \quad \text { or } x=\frac{1+\sqrt{\gamma}}{1-\sqrt{\gamma}} \frac{1-y \sqrt{\gamma}}{1+y \sqrt{\gamma}} ;
\end{aligned}
$$

and thence

$$
z=\frac{(1+k) x}{1+k x^{2}}, \quad=\frac{1+\gamma}{1-\gamma} \frac{1-\gamma y^{2}}{1+\gamma y^{2}} ;
$$

or, what is the same thing,

$$
-\frac{1}{\lambda z}=\frac{1+\gamma y^{2}}{-1+\gamma y^{\prime \prime}}
$$

giving $\quad \frac{-\frac{i}{1+\gamma} d z}{\sqrt{1-z^{4} \cdot 1-\lambda^{2} z^{i}}}=\frac{d y}{\sqrt{1-y^{2}} \cdot 1-\gamma^{2} y^{i}}$, where $\lambda=\frac{1-\gamma}{1+\gamma}$,
which (with $z$ in place of $-\frac{1}{\lambda z}$ ) is one of the series of quadric transformations.
484. If we combine two quadric transformations we obtain in general an irrational transformation: viz. neither of the two variables is a rational function of the other of them, but the two are connected by an equation: for instance, if the two transformations are

$$
z=\frac{2 \sqrt{h} \cdot x}{1+k \cdot x^{4}},
$$

giving $\frac{\frac{1}{2 \sqrt{k}} d z}{\sqrt{1-z^{2} \cdot 1-\lambda^{2} z^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}, \quad \lambda=\frac{1+k}{2 \sqrt{k}}$; and

$$
y=\frac{-1+k x^{2}}{1+k^{4} x^{2}},
$$

giving $\frac{\frac{i}{1-k^{2}} d y}{\sqrt{1-y^{2} \cdot 1-\gamma^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} .1-k^{2} \cdot x^{2}}}, \quad \gamma=\frac{1+k}{1-k}$;
then we have bere $y^{2}+z^{2}=1 ; \frac{1}{\gamma^{2}}+\frac{1}{\lambda^{3}}=1$, giving $\frac{1}{\lambda^{\frac{1}{2}}}=\frac{\gamma^{2}-1}{\gamma^{4}}$, that is $\lambda^{3}=-\frac{\gamma^{2}}{\gamma^{2}}$; or $\lambda=-\frac{i \gamma}{\gamma^{\prime}}$ if $\gamma^{\prime},=\sqrt{1-\gamma}$, is the comple-
mentary modulus to $\gamma$; also $\frac{1-k}{2 i^{\sqrt{\prime} k}}=\frac{\lambda}{i \gamma}=-\frac{1}{\gamma^{\prime}}$, and the relation is

$$
\frac{-\frac{1}{\gamma^{\prime}} d z}{\sqrt{1-z^{2} \cdot 1+\frac{\gamma^{2}}{\gamma^{2}} z^{2}}}=\frac{d y}{\sqrt{1-y^{2} \cdot 1-\gamma^{2} y^{2}}}
$$

or, what is the same thing, changing the letters, the transformation arrived at is $x^{2}+y^{2}=1$, giving

$$
\frac{-\frac{1}{k^{\prime}} d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{y} y^{2}}}=\frac{d x}{\sqrt{1-x^{2} \cdot 1-k^{2} x^{2}}}, \quad \lambda=\frac{i k}{\bar{k}^{\prime}},
$$

which is at once verified, since from the assumed relation $x^{2}+y^{2}=1$ we have

$$
\frac{d x}{\sqrt{1-x^{2}}}=\frac{-d y}{\sqrt{1-y^{2}}}, \quad \sqrt{1-k^{*} x^{2}}=k^{\prime} \sqrt{1-\lambda^{*} y^{2}} .
$$

485. Observe that the equations which define the two new variables $y, z$ in terms of $x$ are in general of the form

$$
y=\frac{A}{B}, \quad z=\frac{C}{D},
$$

where $A, B, C, D$ are quadric functions of $r$. Writing these equations in the form

$$
y: z: 1=A D: B C: B D,
$$

then regarding $(y, z)$ as the co-ordinates of a point of a plane curve, these expressions of $y, z$ in terms of the arbitrary parameter $x$ show that the curve in question is a unicursal curve, and, being of the order four, it is a trinodal quartic; viz. the equation $\phi(y, z)=0$, obtained as above by combining any two quadric transformations, being a solution of the equation

$$
\frac{M d z}{\sqrt{1-z^{2} \cdot 1-\lambda^{2} z^{2}}}=\frac{d y}{\sqrt{1-y^{2} \cdot 1-\gamma^{2} y^{2}}},
$$

we have the theorem that this equation $\phi(y, z)=0$ represents a curve which is in general a trinodal quartic. It has been seen how in one case the curve is a circle.
486. It appears to be a conclusion of Abel's, that if for any given values of $(\lambda, M)$ the equation

$$
\frac{M d y}{\sqrt{1-y^{2} \cdot 1-\lambda^{2} y^{2}}}=\frac{d x}{\sqrt{1-x^{2}} \cdot 1-k^{2} x^{2}}
$$

admits of an irrational solution, then there is always an integer number $n$ such that the equation

$$
\frac{M d y}{\sqrt{1-y^{4} \cdot 1-\lambda^{4} y^{4}}}=\frac{n d x}{\sqrt{1-x^{2}} \cdot 1-k^{4} x^{4}}
$$

admits of a solution $y=$ rational function of $x$. So that, in fact, the general problem of transformation reduces itsclf to the problem of rational transformation. For instance, as just seen, the equation

$$
\frac{-\frac{1}{k^{k}} d y}{\sqrt{1-y^{2} \cdot 1+\frac{k^{3} y^{2}}{k^{2}}}}=-\frac{d x}{\sqrt{1-x^{2}} \cdot 1-k^{2} x^{2}}
$$

has the irrational solution $y=\sqrt{1-x^{2}}$; the equation

$$
\frac{-\frac{1}{k^{\prime}} d y}{\sqrt{1-y^{2} \cdot 1+\frac{k^{3} y^{2} y^{2}}{k^{2}}}}=\frac{2 d x}{\sqrt{1-x^{3} \cdot 1-k^{2} x^{2}}}
$$

has a solution $y=$ rational function of $x$. To verify this, observe that the first equation is satisfied by $y=\mathrm{cn} u, x=\operatorname{sn} u$ (which are such that $y=\sqrt{1-x^{2}}$ ) : hence the second equation is satisfied by the values $y=\mathrm{cn} 2 u, x=\mathrm{sn} u$; we have $\mathrm{cn} 2 u$ a rational function of sn $u$, ante No. 100, and writing therein $x$ for sn $u$ we obtain

$$
y=\frac{1-2 x^{2}+k^{2} \cdot x^{4}}{1-k^{2} x^{4}}
$$

as a rational solution of the second equation: the solution can of course be at once verified.
487. It appears from the formula given No. 94, interchanging therein $(z, x)$ and also $k, k$, that the equation

$$
\frac{-i d z}{\sqrt{1-z^{2} \cdot 1-k^{2} z^{2}}}=\frac{d x}{\sqrt{1-x^{2}} \cdot 1-k^{2} x^{2}},
$$

has the irrational solution $z=\frac{1}{\sqrt{1-k^{v} \cdot x^{2}}}$; hence the equation

$$
\frac{-i d z}{\sqrt{1-z^{2} \cdot 1-k^{2} z^{2}}}=\frac{2 d x}{\sqrt{1-x^{x}} \cdot 1-k^{2} x^{2}}
$$

has a solution $z=$ rational function of $x$; viz. the first equation being satisfied by $x=\operatorname{sn} u, z=\frac{1}{\mathrm{dn} u}$, the second equation is satisfied by $x=\operatorname{sn} u, z=\frac{1}{\operatorname{dn} 2 u}$; or $\operatorname{dn} 2 u$ being a rational function of $\operatorname{sn} u$, see No. 100, replacing sn $u$ by $x$, we find

$$
z=\frac{1-k^{2} x^{4}}{1-2 k^{2} x^{2}+k^{2} x^{4}}
$$

as a rational solution of the second equation.
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The Phado. By W. Wagner, Ph.D. 5s. 6d.
The Protagoras. By W. Wayte, M.A. 4s. $6 d$.
Plantus. The Aalnlaria, By W. Wagner, Ph.D. [Proparing.
——Trinummus. By W. Wagner, Ph.D. 2nd Erlition. 4s. 6.d.
Sophoolis Trachinite. By A. Pretor, M.A. [P'reparing.
Terence. By W. Niugner, Ph.D. 10s. 6d.
Theocritus. By F. A. Paley, M.A. 4s. Gd.
Others in preparation.

## CRITICAL AND ANNOTATED EDITIONS.

Etna. By H. A. J. Mupro, M.A. 3s. 6d.
Aristophanis Comodim. By H. A, Holden, LL,D. 8vo, 2 vols. 23s. 6d. Plays sold soparately.
—— Pax. By F. A. Paley, M.A. Foap. 8vo. 4s. 6d.
Earipides. Fabulie Quatuor. By J. H. Nonk, S.T.P. Crown 8 ro, 12 s .
Separalely-Hippolytus, oloth, 5s. Alcestis, sewed, 4s, 6d.
Horace. Quinti Horatii Flacci Opera. By H. A. J. Munro, M.A. Large Svo, 1t. le.
Llvy. The first five Books, By J. Prendeville. 12mo, roan, 5s. Or Books 1-111, 3s. Cd. 1V. and V. 3t, 6d.
Lucretius. Titi Lucreti Cari de Rerum Natara Libri Sex. With a Tranulation and Notea, By H. A. J. Munno, M.A. 2 Vols. 8vo. Vol. I. Text, 16e. Vol, 1t. Translacion, 6a (Bold separately.)
Ovid. P. Ovidii Nasonis Heroides XIV. By A. Palmer, M.A. 8vo. Bs.
Propertius. Sex. Aurelil Propertii Carmina. By F. A. Paley, M.A. svo. Cloth, Dz.
Thucydides. The Iintory of the Peloponnesian War. By Richard shilleto, M.A. Bouk 1. 8vo. 6s. ©d. (Book 11. in the prest.)
Greek Testament. By Henry Alford, D.D. 4 Vols. 8vo. (Rold separatily.) Vol.1.1t.8s. Vol.11.1t, 4s, Vol.It1. 18s, VoL. IV. Fart i.18s.; Part 11. 142, or is one Vol. $82 \pi$.

## LATIN AND GREEK CLASS-BOOKS.

Auxilia Latina. A Series of Progressive Latin Exercises. By Rev. J. B. Baddeloy, M.A. Feap 8vo. 28.
Latin Prose Lessons. By A. J. Church, M.A. 2nd Edit. Fcap. 8vo. 2r. B4,
Latin Exercises and Grammar Papers, By T, Collins, M.A. Feap. 8 vo . 2s. 6 d.
Analytical Latin Exercises. By C. P. Mason, B.A. Post 8vo. 3s.6d. Scala Graca: a Series of Elementary Greek Exercises. By Rev. J.W. Darla, M.A., and R. W. Baddeley, M.A. Ird Edition, Feap 8vo. 2s, ed.
Greek Verse Composition. By G. Preston, M.A. Crown 8vo. 4s.6d.
By the Rev. P. Frost, M.A., St. John's Colleoe, Caybridoe,
Ecloge Latine ; or, First Latin Reading Book, with English Notes and a Dietionary. 15th Thotiand. Feap 5vo. 2t. 6d.
Materials for Latin Prose Composition. 8th Thousand, Feap 8vo. 2s, 8d. Kcy, 48.
A Latln Verse Book. An Introductory Work on Hexameters and Pentameters. Bth Thounand. Feap 8vo. 3s. Key, 6 a.
Analecta Grepa Minora, with Introductory Sentences, English Notes, and a Dietionary. 10th Thousand. Fenp 8vo. 3s, ed.
Materials for Greck Prose Composition. 2nd Edit. Fcap. 8vo. 3s.6d. Key, 5 s .
$\qquad$
By the Rev. F. E. Greiton.
A First Cheque Book for Latin Verse-makers. 1s. Gd.
A Latin Version for Masters. 2s. 6d.
Reddends ; or Passeges with Parallel Hints for Translation into Latin Prose and Vorso. Cruwn 8vo. 4s, 6 d .
Reddenda Reddita (see next page).

## By H. A. Holden, LL.D.

Folioram Salvala, Part 1. Passnges for Translation into Latio Elogiac and Heroio Yerse. 6th Edition. Post 8vo. 7s, 6d.

Part II. Select Passages for Translation into Latin Lyric and Comio lambic Verne. Srd Edition. Pont 8vo. 50.

- Part III. Select Passages for Translation into Groek Verse. 3rd Edition. Post 8vo. 8e.
Folia Silvule, sive Ecloge Poetarum Anglicorum in Latinum of Grecum coaversie. 8vo. Yol. I. 10s. 6d. Vol. II. 12z.
Foliorum Centurix. Select Passages for Translation into Latin and Greck Prone. Post Svo. Ss,


## TRANSLATIONS, SELECTIONS, \&c.

* Many of the following books are well adapted for school prizes.

Aachylus. Translated into English Prose by F. A. Paley, M.A. and Edition, 8vo, 7c. 6d,

Translated by Anna Swanwick. Crown 8vo. 2 volv. 12s.
Folio Edition, with Thirty-three Illustrations from Flaxman's designa. 24, 2\%.
Anthologia Greca. A Selection of Choice Greek Poetry, with Notea. By Rev. F. 8t, John Thwkeray. Fcap 8 8\%o. is. 6d.
Anthologia Latina. A Selection of Choice Latin Poetry, from Naxius to Beechlun, with Notes. By Rev. F. 8t. Jehn Thackeray. Pcap 8 vo 6 6. $6 d$.
Aristophanes: The Peace. Text and metrical translation. By B. B. Rogors, M.A. Fcap 4to. 7t, 6d,

The Wasps. Text and metrical tran-lation. By B. B. Rogers, M.A. Fcap 4to. 74. Od.
Corpus Poetarum Latinorum. Edited by Walker. I vol. 8vo. 18n.
Horace. The Oles and Carmen Sacculare. In Einglisle verse by J. Conington, M.A. Sth edition. Fcap 8vo, 8s. ed.

The Satires and Epistles. In English rerse by J. Coning. ton, M,A. Jrd edition. 60, 6d,

- Illnstrated from Antique Gems by C. W. King, M.A. The text rovised with Introdaction by H. A. J. Muare, M.A. Large 8ro. 1 L .1 h .

Mrse Etonenses sive Carminvm Etomp Conditorvm Delectrs. By Richarl Oken. 2 vols 8 vo. 15 s.
Propertius, Versi translations from Book V., with revised Latin Text. By F. A. Paley, M A. Feap 8 vo. 2s.
Plato. Gorgins. Tmaslated by E. M. Cope, M.A. Hvo, Ts,
—— Philebus. Translated by F. A. Paley, M.A. Small 8vo. is.

- Theartetns. Tranalated by F. A. Peley, M.A. Small 8vo. 4s. Analysis and Index of the Dislognes. By Dr. Day. Post 8 ra . 8 s.
Reddenda Reddita: Passages from English Poetry, with a Latio Verse Tranalation. By F, E. Grettma Crown Bre, Gs.
Sabriaze Corolla in bortulis Regia, Schole Snlopiensis contexuerunt tree virif foribus legendis. Editio tortis. 8vo. se. Ed.
Sertum Carthusanum Floribas trium Secnlorum Contextum. By W. H. Brown. 8vo 14\%.

Theocritum. In English Verse, by C. S. Calverley, M.A. Crown 8vo, 75. 6d.

Translations into English and Latin. By C. S. Calverley, M.A. Poat Iso. Tr. ed , into Greek and Latiu Verse. By R. C. Jehb. 4to. cloth silt. Fes. 6 d .
Virgil in English Rhỵthm. By Rev. R. C. Singleton. Large crown 8vo, Wed.

## REFERENCE VOLUMES.

A Latin Grammar. By T. H. Key, M,A. 6th Thousand. Post 8vo. Es.
A Short Latin Grammar for 8chools. By T. H. Key, M.A., F.R.S. 8th Edition. Puat \$7o. 86, 04.
A Gulde to the Choice of Classical Books. By J. B. Mayor, M.A. Crown svo. 2 a
The Theatre of the Greeks. By J. W. Donaldann, D.D. Post 8vo. 58.

A History of Roman Literature. By W. S. Teuffel, Professor at the Univernity of Tübingen. By W, Wagner, Ph.D. 2 vois. Demy 8vo. 21\%.
Stadent's Guide to the Oniversity of Cambridge. Revised and corrected. Srd Edition. Fcap. 8vo. G4. Gd.

## CLASSICAL TABLES.

Greek Vechs. A Catalogne of Verbs, Irregnlar and Defective; their leading formations, tonses, und inflexions, with Paradigma for conjugation, Rules for furmation of tedsos, de. de. By J. S. Baird, T.S.D. 2s. 6 d .
Greek Aceents (Notes on). On Card, 6d.
Homeric Dialect. Ite Leading Forms and Pecnliarities. By J. S. Balra, T.C.D. 1a. 66 .
Greek Accidence. By the Rev. P. Frost, M.A. 1 n.
Latin Aceldence. By the Rev, P. Froat, M.A. Is.

Lation Verdifation. Is.
Notabilla Quedam; or the Principal Tenses of most of the Irregndar Greek Verbs and Elemontary Greek, Latin, and Freheh Constructions. Now edition. 1" Bd.
Bichmond Rules for the Ovidian Distich, \&c. By J. Tate, M.A. 1s, ifd. The Principles of Latin Syntax. 1s.

## CAMBRIDGE SCHOOL AND COLLEGE TEXT-BOOKS.

A Series of Elrmentary Treatisesfor the use of Stidents in the Univer. sities, Schools, and Candidates for the Public Eraminations. Fcap 8vo.
Arithmetic. By Rev. C. Elsee, M.A. Feap. 8vo, 7th Edit. 8s. 6d. Elements of Algebrg. By the Rev. C. Elsee, M.A. 4th Edit. \&s. Arithmetic. By A. Wrigley, M.A. 3s, 6d.

- A Progresaive Course of Examples. With Answers. By J. Watson, M.A. Srd Edition. 2n. Bel.

An Introdnction to Plane Astronomy. By P, T, Main, M.A. 2nd Editlon. 48. .
Conle Sections treated Geometrically. By W. H. Besant, M.A. 2nd Edilion. 4s. fid.
Elementary Btatics. By Rev. H. Goodwin, D.D. Ind Edit. 3a.
Elementary Dynamics. By Rev. H, Goodwin, D.D. 2nd Eilit. 9s,
Elementary Hydrostatics. By W, H. Besant, M.A. 7 th Edit $4 s$.
An Elementary Treatise on Mensuration. By B. T. Moore, M.A. Bs.
The First Three Sections of Newton's Principia, with an Appendix; and the Ninth and Eleventh Sections, By J. H. Erauts, M.A. Sth Rilition, by P. T. Mait, M. A. 4 .
Elementary Trigonometry. By T. P. Hudson, M.A. 3s, Gd.
Geometrical Optics. By W. S. Aldis, M.A. 3y. 6d.
Analytical Geometry for Schools. By T.G. Vyvyan. 3rd Edit. 4s. Gh.
Companion to the Greek Testament. By A. C. Barrett, A.M. Ard Elition. Feap 8vo. So.
An Historical and Explanatory Treatise on the Bnok of Common Prayer. By W, G. Humphry, B.D. Sth Edition, Fcap. 8vo. ie Gd.
Music. By H. C. Banister. 4th Edition. 5s.
Ohhers in Prepuration.

## ARITHMETIC AND ALGEBRA.

Principles and Practice of Arsthmetic. By J. IInd, M.A. Uth Edit. 4s. od .
Elements of Algebra. By J. Hind, M.A. 6th Edit. 8vo, 10s. 6d. See also foregoing Series.

## GEOMETRY AND EUCLID.

Text Book of Geometry. By T. S. Aldis, M.A. Small 8vo, 4s. 6d. Part 1. 2\%. ©d. Part II. 2s.
The Elements of Enclid. By H. J. Hose. Fcap. 8vo. 4s. 6d. Exereises separately, 18.

The First Six Books, with Commentary by Dr. Lardner. 10th Edition, Bro. 68.

- The First Two Books explajned to Beginners, By C. P. Mason, 6 A. 2nd Elition. Fonp Bro. 2n. 6d.
The Enuncintions and Figures to Euclid's Elements. By Rev, J. Brawso, D D. 3rd Edition. Fcap. 8vo. 1s. On Cards, in cuso, 8a. 6d. Without the Figures, ©d.
Exercises on Euclid and in Modern Geometry. By J. MeDowell, B.A. Crown 8vo. En, ©d.
Geometrical Conic Sections. By W.II. Besant, M.A. 2nd Edit. 4s.6d. The Geometry of Coules. By C. Taylor, M.A. 2nd Edit. 8vo, 4s.6d.
Solutions of Geometrical Problems, proposed at St. John's College from 1830 to 1846. By T. Gaakin, M.A. Svo. 12t.


## TRIGONOMETRY.

The Shrewshury Trigonometry, By J, C. P. Aldous, Crown 8vo, 2s. Elementary Trigonometry. By T. P. Hudson, M.A. 3s, 6d.
Elements of Plane and Spherical Trigonometry. By J. Hind, M.A. Sth Falition. 12 mo . fis
An Elementary Treatise on Mensuratiou. By B. T, Moore, M.A. Ds,

## ANALYTICAL GEOMETRY AND DIFFERENTIAL CALCULUS.

An Introduction to Analytical Plane Geometry. By W. P. Turnbull, M.A. Svo. 128.

Treatise ou Plane Co-ordinate Geometry. By M. O'Brion, M.A. 8vo. 9r.
Problems on the Principles of Plane Co-ordinate Geometry. By W. Walton, M.A. Bvo, 16 s.
Trilinear Co-ordinates, and Modern Analytical Geometry of Two Dimonsions. By W. A. Whitworth, M.A. 8ro. 164.
Choice and Chance. By W. A. Whitworth. 2nd Edit. Cr. Rvo. Gx.
An Elementary Trentise on Bolid Geometry, By W. S. Aldis, M.A. 2nd Elition, revised. 8ro. Ba,
Geometrical Illustrations of the Differential Calculus. By M. B. Pell. 8 vo . 20, 6 d .
Elementary Treatise on the Differential Calculus. By M. O'Brien, M.A. 8vo. 10s. 6 d .

Notes on Ronlettes and Glissettes. By W. II. Besant, M.A. 8vo. 3o. 6 d.

## MECHANICS \& NATURAL PHILOSOPHY.

Elementary Statics. By H. Goodwin, D.D. Fcap. 8vo. 2nd Rdit. 3 e. Treatise on Statics. By S. Earnshaw, M.A. 4th Edit. 8vo. 10a.6d. A Treatise on Elementary Dynamies. By W.Garnett, B.A. Cr. 8vo. 6s, Elementary Dynamics. By H. Goodwin, D.D. Fcap.8vo. 2nd Edit. 3 3.
Prohlems in Statics and Dynamics. By W. Walton, M.A. 8vo. 10r.6d. Problems in Theoretical Mechanics, By W. Walton. 2nd Edit. revinod and exlarged. Demy 8 vo . 166,
An Elementary Treatise on Mechanics. By Prof. Potter. 4th Edit. revised. 8s. 64.
Elementary Hydrostatics, By Prof. Potter. 7s. 6d.

- By W. H. Besant, M.A. Fcap, 8vo. 7th Edition. 4s,

A Treatise on Hydromsohanics. By W. H. Besant, M.A. 8vo. New Bdition in the press.
A Treatise on the Dynamics of a Particle. Preparing.
Sointione of Examples on the Dynamics of a Bigld Body. By W. N. Grifin, M.A. 8vo. 6s. 6 d.
of Motion. An Elementary Treatise. By J. R. Lunn, M.A. 7s.6d.
Geometrical Optics. By W. S. Aldis, M.A. Fcap. 8vo. 8s. 6ot.
A Chspter on Fresnel's Theory of Double Refraction. By W. S. Aldis, M. $\mathbf{A} .8 \mathrm{vo} .2 \mathrm{~g}$.
An Elementary Treatige on Optics. By Prof. Potter Part I. 3rd Edit. 9s. ed. Part II. 12s, Od
Physical Optics; or the Natnre and Properties of Light. By Prof. Potter, A.M. 6s. 6d, Part II. 7s. 6 d .
Heat, An Elementary Trentise on. By W. Garnett, B.A. Crown Svo. $2 t, 68$.
Figures Illnstrative of Geometrical Optics. From Schelbach. By W. B. Hopkins. Follo. Plates. 10s. $6 d$,

The First Three Sectione of Newton's Principla, with an Appendix; wnd the Ninth and Eleventh Sections. By J. H. Evans, M.A. 5th Edit. Elited by P. T. Main, M.A. is.
An Introdnction to Plane Astronomy. By P. T. Main, MA. Fcap. 8vo. Cloth. 48.
Practical and Spherical Astronomy. By R, Main, M.A. Bvo. 14s.
Elementary Chapters on Astronomy, from the "Astronomie Phystque" of Biot. By H. Goodwin, D.D. 8vo. 8s, Gd.
A Compendium of Facts and Formula in Pure Mathematics and Natural Philonophy. By G. R. Stralley. Fcap Bvo $38.6 d$,
Elementary Course of Mathematics. By H. Goodwin,D.D. 6th Edit. $8 \mathrm{vo}, 16$.
Prohlems and Examples, adapted to the "Elementary Conrse of Mathematice." Srd Edition. 8vo. Se.
Solntions of Goodwin's Collection of Prohlems and Examples. By W. W. Hutt, M. A. Srd Edition, revised and enlarged. 8vo. 98.

Elementary Examples in Pure Mathematies. By J. Taylor. Bvo. 78.ed.

Mechanical Enclid. By the late W. Whewell, D.D. Oth Edition. $5 s$.
Mechanica of Construction. With numerons Examples. By S. Fenwick, F.R.A.S. 8vo. 12 a .
Tabls of Antl-Logarithms. By H. E. Filipowski. 3rd Edit. 8vo. 15s Mathematical and other Writings of R. L. Ells, M.A. Rvo. 16a.
Notes on ths Principlss of Pure and Applied Calculation. By Rev. J. Challis, M.A. Demy 8vo, 150.

The Mathsmatical Princlple of Physics. By Rev. J. Challis, M.A. Domay 8\%o. Be.

## HISTORY, TOPOGRAPHY, \&c.

Rome and the Campagna, By R. Burn, M.A. With Eighty-five fine Figravings and Twenty wix Maps and Plans. Ato. sL Ss.
The History of the Kings of Rome. By Dr, T. H. Dyer. 8vo. 16s.
A Plsa for Livy. By T. H. Dyer. Rro, Is.
Boma Regalis. By T. H. Dyer. Nro. 2s. 6d.
The History of Pompelf ; its Buildings and Antiquities. By T, H. Dyer. 3rd Edition, bmught down to 1s74. Post 8vo. is. 6d.
Ancient Athens : its History, Topography, and Remains. By T, R. Dyer. Super-royal 8vo. Cloth. It, 5s.
The Decline of the Roman Repnbllc. By G. Long. 5 vols. Bvo. 14s. ench.
A History of England during the Early and Middle Ages. By C. H, Pearson, M.A. Ind Blit., revised and enlarged, 5vo, Vol. i. i6e, vol. 11. 14n.
Historical Maps of England. By C. H. Pearson. Folio, 2nd Eitit. revised. 3ls. 6 d .
A Practical Synopsis of English History. By A. Bowes. 4th Edit. 8vo, 28 .
stndent'a Text-Book of English and General History. By D. Beale. Crown 8vo. 20, bed
Lives of the Qneens of England. By A. Strickland. 6 vols. post 8vo. 5a, oaeh. Abridged edition. I vol. ©s, Bd.
Ontines of Indian History. By A. W. Hughes. Small post 8 vo. Is, $6 d$
The Eiemsnts of General History. By Prof. Tytler. New Edition, brought down to 1874. Small poat 8vo, 32, Od,

Atiases.
An Atlas of Classical Geography. 24 Maps. By W. Hughes and G. Long, M. A. New Edition, Imperial svo, 12e. ©d.

A Grammar School Atias of Classical Gsography. Ten Maps selected from the above. Nuw Rdition, Imperial $8 v o$. 5 .
First Classical Maps. By the Rev. J. Tate, M.A. Brd Edition. Inperial svo. 7s. Gd.
Standard Library Atlas of Classical Geography. Imp. 8vo. 7s. 6d.

## PHILOLOGY.

New Dictionary of the English Language, Combining Explanation with Etymology, and oopiously illustrated by Quotationa from the best Aathorilies. By Dr. Richardson. Now Edition, with a Supplement. 2 vole. 4to. 4l. 14s. Ed.; half russia, 5l. 15s. 6d.; russia, 6l. 12s. Supplereent soparately. 4to. 12 s .
An svo. Edition, without the Quotations, 15v.; half ruasia, 203.; russia, 245.

A Dictionary of the English Language. By Dr. Webster. Re-edited by N. Porter and C. A. Goodrich. With Dr. Mahn'n Btymelogy. 1 vol. 215. With Appendices and 70 additional pages of Illuatrationa, 31s. 6d.
"The best practical Emolish Dictosary kitakz."-quarterly Revicw.
The Elements of the English Language. By E. Adame, Ph. D. 14th Edition. Pont 8vo. if. ©d.
Philological Essays. By T. H. Key, M.A., F.R.S. 8vo. 10s. 6d.
Language, its Origin and Development. By T. H. Key, M.A., F.R.S. 8 ra .14 s.
Varronianus. A Critical and Historical Introduction to the Ethnography of Anclett lasly and to the Philological Study of the Iatin Laugrago, By J. W. Donaldenn, D.D. 3rd Edition. 8vo, 16.
Synonyms and Antonyms of the English Language. By Arebdeacon Strith. 2nd Edition. Post 8vo. 54.
Bynonyme Discriminated. By Archdeacon Smith. Demy 8vo. 16s.
A Syriac Grammar. By G. Phillipe, D.D. 3rd Edit., enlarged. 8vo. 7s. ont.
A Grammar of the Arabic Language. By Rev. W. J. Beamont, M.A. 12mo. $7 \pi$

## DIVINITY, MORAL PHILOSOPHY, \&c.

Novum Testamentum Grecum, Textus Stephanici, 1550. Curante F. H. Sorivener, A M., LL.D. 10 mon . 4n. 6d.

By the same Author.
Codex Bezm Cantabriglensis, tio. 26 s.
A Full Collstion of the Codex Sinaiticns with the Received Text of the Now Testameut, with Critical Introdurtion. 2nd Editlon, revisod. Fcap. 8vo. ${ }^{5}$.
A Plain Introduction to the Criticism of the New Testament. With Forty Faostmiles from Ancient Manuscripts. New Eistion. Svo. 164,
Bix Lectures on the Text of the New Testament. For English Readers. Сrowu 8\%о. 6.

The New Testament for English Readers. By the lete H. Alford, D D. Vol. 1. Part 1. 3rd Eift 12ヶ. Vol. 1. Part II. 2nd Edit 104. 6d. Vol. II. Part I, 2nd Edit, 16. Yol. 11. Part II. 2nd Edit. 16.

The Greek Testament. By the late H. Alford, D.D. Vol. I. 6th Edit. 1t. 8et. Vol. 11. 6th Edit. 11.4s. Vol. III. 5th Edit. 184. Vol. IV. Part 1. 4th Edit. 184. Vol. IV. Part I1. 4ta Edit. 14s. Vol. IV., 11. 12 .
Companion to the Greek Testament. By A.C. Barrett, M.A. 3rd Edttion. Feap, 8vo. Ss.
Hints for Improvement in the Authorised Version of the New Teotament. By the late J. Beholefield, M.A. 4th Edit. Fcap. 8vo. 4t.
Lber Apologetions. The Apology of Tertullian, with English Notes, by H. A. Wcodham, LL.D. 2nd Edition. 8vo. 8e. 6d.
The Book of Pralms. A New Translation, with Introductions, \&c. By Rev. J. J. Stewart Perowne, D.D. 8vo. Vol. 1. Srd Edition, 18a Vol. 11. Jrd Edit. 160 .

Abridged for Schools. Crown 8ro, 10s. 6d.
The Thirty-aine Articles of the Church of England. By the Ven. Archdencon Welchmart. New Edition. Fcap. 8 vo. $2 \%$. Interlenved, 8 s.
Pearson on the Creed. Carefully printed from an early edition. With Amalysis and Index by E. Walford, M.A. Post 8 vo, 6 .
An Bistorical and Explanatory Treatise on the Book of Common Prayer. By Rev. W, G. Humphry, B,D. Sth Editlon, enlarged. Small poat 8 vo. $4 \mathrm{~h}, \mathrm{Gd}$.
The Now Table of Lessons Explained. By Rev. W. G. Humplury, B.D. Fanp. 10.6d.

A Commentary on the Gospels for the Sundays and other Holy Days of the Christian Year. By Rev. W. Denton, A.M. New Edition. 3 vola. svo. 54r. Sold separatoly.
Commentary on the Epistles for the Sundays and other Holy Days of the Christian Year. 2 vols. 3Cs. Sold soparately.
Commentary on the Acts. Vol. I. 8vo. 18s. Vol. II. in preparation.
Jewel's Apology for the Church of England, with a Memoir. 32 mo .2 s .
Notes on the Catechlsm, By Rev. A. Barry, D.D. 2nd Edit. Fcap. $2 \%$.
Catechetical Hints and Helps. By Rev. E. J. Boyce, M.A. 3rd Edition, revired. Feap. 2a. Od.
Examination Papers on Rellgious Instruction. By Rev. E, J. Boyce. Sewod. 1s. 6 d.
The Winton Church Catechist. Qnestions and Answers on the Teaching of the Church Catechism. By the late Rev. J. S. B. Monsell, LL.D. Ind Edition. Cloth, Se. ; or in Four Parta, scwed.
The. Church Teacher's Manual of Christian Instruction. By Rev, M. F. Sadler. Ind Edition. 2s.6d.

Brief Words on School Life. By Rev. J. Kempthorne. Feap. 3e. 6d.
Short Explanation of the Eplstles and Gospels of the Christian Year, with Questions. Royal 3smo. 2t. 6d, ; calf, 4s. 6d.
Butler's Analogy of Bellgion; with Introdnction and Index by Rev. Dr. Bteere. New Edition. Fcap, 3o. ©d.

Butler's Three Sermons on Human Nature, and Dissertation on Virtac. By W. Whewell, D.D. 4th Edition. Feap 8vo. 2s. 6d.
Lectares on the History of Moral Philosophy in England. By W. Whewell, D.D. Crowa 8ro. 88.
Elements of Morality, including Polity. By W. Whewell, D.D. New Edition, in 8vo. $16 r$.
Astronomy and General Physics (Bridgewater Treatise). New Edition. Es.
Kent's Commentary ou International Law. By J. T. Abdy, LL.D. 8vo. 16 s .
A Manual of the Roman Civil Law. By G. Leapingwell, LL.D. 8ro. 12b.

## FOREIGN CLASSICS.

A series for use in Schools, with English Notet, grammatical and explanatory, and renderings of diffictule idiomatic exprewions.

Fcap. 8vo.
Schiller's Wallenstein. By Dr. A. Buchheim. 2nd Edit. 6z. 6d. Or the Lager and Plceolomini, 3s. 6d. Wallenstefn's Tod, 3e. $8 d$

Mald of Orleans, By Dr. W. Wagner. 3s. 6d.
Maria Stuart. By V. Kasiner. In the press.
Goethe's Hermann and Dorothea. By E. Boll, M.A., and E. Wölfel. 2t. 6 d,
German Ballads, from Uhland, Goethe, and Schiller. By C. L. Bielefald. 3s, ed.
Charles XII., par Voltaire. By L. Direy. 3nd Edit. 3s. 6d,
Aventures de Telemaque, par Fénélon. By C. J. Delille. 2nd Edit. 4s. 6 d.
Select Fables of La Fontaine. By F. E. A. Gasc. New Edition. 3s.
Plociola, hy X. B. Saintine. By Dr. Dnbue. 4th Edit. 3e, 6d.

## FRENCH CLASS-BOOKS.

Twenty Lessons in French. With Vocabulary, giving the Pronunclation. By W, Brebner. Poat 8vo. At.
French Grammar for Publie Schools. By Rev. A. C. Clapin, M.A. Feap. 8vo. 2nd İdit. 2t. 6d. Beparately, Part I. 2s.; Part II. 1s. Od.
Le Nouvean Trésor; or, Frenoh Student's Companion. By M. E. S. 16th Edition. Fcap. Bvo. 38. ©d

## F. E. A. Gascis Frexch Courbe.

First French Book. Feap. 8vo. New Edition. Is. 6 .
Second French Book. New Edition. Feap. 8vo. 2s, 6d.
Key to First and Second French Books. Feap. 8vo. 3s, 6d.
French Fables for Beginnerd, in Prose, with Index. New Fdition. 18 mo . 2 t .
Belect Fables of La Fontaine. New Edition. Fcap. 8vo. 3s.
Histoires Amusantes et Instructives. With Notes. Now Elition. Fap. 8ro. 22. 6d.
Practical Guide to Modern French Conversation. Feap. '8vo. 2s Bd.
French Poetry for the Young. With Notes, Fcap. Avo. 2 s .
Materials for French Prose Composition; or. Selections from the best English Prose Writers. New Editloll Feap, \&vo, 4e. 6d. Key, be
Prosateurs Contemporains. With Notes. Hvo. New Edition, revised. 4
Le Petit Compagnon; a French Talk-Book for Little Children. 16 mo . 2 s . dd .
An Improved Modern Pocket Dictionary of the Freneh and English Langunges. 20th Thmoand, with mdditions. 10mo. Cloth. 4s.
Modern French and English Dictionary. Demy 8vo. In two vols. Vol. I. F. and E. 1Sy.; Vol. II. E. and F. 100.

## Gomibert's Frencif Draxa.

Being a Selection of the best Tragedies and Comedies of Molière, Raclne, Corneille, and Voltairo. With Aryaments and Noten by A. Gombort. New Elition, rovieed by P. K. A. Gaecr Fcap. 8vo, 1e. waels; towed, ©X.

Contrints.
Molimit:-Le Misanthrope. L'Avare. Le Bourgeole Gentillurume. Le Tartuffo. Lo Malado Imaginaire, Les Femmes Savantes. Les Yourberies do Beapin Lee Preolenees Ridieules. L'Ecole dos Fommes, U'Bcole dos Maris. Lo Médecta malgré Lui.

Rucisr:-Phédro. Eather. Athalie. P. Coryerle :-Le Cid. Horaco. Cinaa.

Voltathe:-Zaire.
Ohhers in preparation.

## GERMAN CLASS-BOOKS.

Materials for German Prose Composition. By Dr. Buchheim. ith Edition, rovieed. Fenju. 4o, ©d.
A German Orammar for Publio Sehools. By the Rev. A. C. Clapin and F. Hell Muller. Feaph 2a. 6s.
Kotsebaes Der Gefangene. With Notes, by Dr, W. Stromberg. Is.

## ENGLISH CLASS-BOOKS.

The Elements of the English Languagg. By E, Adams, Ph.D. 14th Edition. Post 8vo. 48. ed .
Ths Eudiments of English Grammar and Analysis. By E. Adams, Ph.D. New Edition. Peap.8vo. 2s.

By Rrv. C. P. Mason, B.A. London,
First Notions of Grammar for Young Learners. Feap. 8vo. Cloth. 8d
First Steps in English Grammar, for Junior Classes. Demy 18mo, New Edition. 1 s.
Outlines of Einglish Grammar for the use of Junior Classes. Cloth. 1f. 6d.
English Grammar, including the Principles of Grammatieal Analysis. 20th Edition. Post 8vo. 3s, ed.
The Analysis of Bentences applied to Latin. Post 8vo. 1s, 6d,
Analytical Latin Exsrcises: Accidence and Simple Sentences, \&o. Post 8 vo . 8g. 6d.

Edited for Middle-Class Examinations. With Notee on the Analysis and Parsing, aud Explanatory Rernarks.
MIIton'slParadise Lost, Book I. With Life. 3rd Edit. Post 8vo. 2s.
——Book II. With Life, 2nd Edit. Post 8vo. 26.
Book III. With Life. Post Nyo. 2s.
Goldsmith's Dessrted Village. With Life, Post 8vo. 1s.6d.
Cowpar's Task, Book II. With Life. Post 8vo. $2 \pi$.
Thomson's 8pring. With Life. Post 8vo. 2s.
Wiater, With Iiff. Post 8vo. 2s.

Prectical 'Hints on Taaching. By Rev. J. Menst, M.A. 4th Edit. Crown 8vo. Oloth, 2 e. 6d. ; paper, 2 .
Tsst Lessons in Dictation. Paper cover, 1s. 6d.
Quastions for Examinations in English Literature. By Rev. W. W. 8keat. 2t. 6d.
Drawing Coples. By P. H. Dolamotte. Oblong 8vo. 12s. Sold also in paris at ls, each.
Poetry for the School-room. New Edition. Fcap.8vo. 1s. Ad.
Select Parables from Naturs, for Use in Schools. By Mrs. A. Gatty. Fcap 5vo. Cloth. 1s.
School Record for Young Jadies' Schools. 6d.
Geographleal Text-Book; a Practical Geography. By M. E., S, 19 mo . $2 s$.

The Blank Maps done up separately. 4to. 2t. coloured.
A First Book of Geography. By Rev. C. A. Johns, B.A., F.L.S *o. Iliustrated. $12 m 0,2 \pi .6 d$,
Loudon's (Mrs.) Entertainlng Naturalist. New Edition. Revissd by W. B. Dallas, F.L.S. 50 .

Handbook of Botany. New Edition, greatly enlarged by D. Woomer. Fcaps $2 f$. Ad.

The Botanist's Pooket-Book. With a copious Index. By W. R. Hayward. Crown svo. Oloth limp; th. 64 .
Experimental Chemistry, founded on the Work of Dr. Stockhardt. By O,W. Heaton. Poet 8vo. Bn.
Cambridgeshire Gcology. By T. G. Bonney, F.G.S. \&o. 8vo. is. Double Entry Blucldated. By B. W. Fomer. 7th Edit. 4to. 8s. 6d. A Ifow Manual of Bookkeeping. By P. Crellin, Acoountank Crown $8 \mathrm{ra}, 3 \mathrm{3} .6 \mathrm{~d}$.
Pleture School-Books. In Eimple Language, with numernss Ilustratloni. Royat 16 mos .
Bebool Primor. \&d-Sohool Reader. By J. Tileard, 10.-Poetry Book for Bchoole. 1s.-The Lifo of Jomeph. 1s.-The Beripture Parahlea. By the Rev. J. F. Clarke is - The Scrpipture Miraclea. By the Rev. J. E. Clarke. 18.- The New Testament Flatory. By the Rev. J. 6 Wood, M. A. 1ri-The Oid Testament History. By the Rev. J. G. Wood, M.A. Is.-The Btory of Bunyan'e Pilgrim'a Progrona, 1s.-The Life of Chilitopher Oolumbue. By Banh Crompton. 1e.-I he Ulfe of Martin Lather. By Sarnh Orotopton. 10.

## By ties latie Homioe Ghant.

Arthmetio for Young Children. 1s. 6 d . - Second Stage. 18 mo . 8 s .

Exercines for the Improvement of the Senses. 18 mo, 18.
Geography for Young Children. 18mo. 2v.
Books for Zoung Readers. In Eight Parts. Limp oloth, 8d, each; or extra binding, 1s, ench.
Fart 1, containa aimple otories told in monorgllables of not more than four letters, which are it the name time eufficientiy fateresting to presorve the attention of a elifld. Part 11. exerctoen the pupf by in similer method in allghtly longer eway worda; and the recmantig parts cansiet of etories gradusted is dimolity, untl the learner is tangit to read with ordinary froility.

## , BELL'S READING-BOOKS.

## FOR BCHOOLS AND PAROCHIAL LIBRARIEB.

The popularity whicb the Eeries of Aeailing-booka known as "Books for Young Rooders, has attafsed is a mumiciont proof that teschere and papils alike arprove of the use of Intireating etorics, with a simple plot in pieco of the dry combtastlos of letters and sylunsice surking no Impretion on the mind, of which elementary resing-bouks genemally oonsiut.

The publlahers have therrofore thought it Adviasblo to extead the spplieation of tisls prinoiple to booke adaptod for more advanced resders.

## Now Ready.

Marterman Ready. By Captain MarrjaL Ia, 84
Parables from Nature (selected). By Mrs. Gatty. Beap. 8vo, Is. Frionds in Far and Festhers. By Gwynfryn. Is. Robinson Crusoe. 1r. 6d, Andersen's Danigh Tales. By E, Bell, M.A. 10 .

> In preparation :-

Our Viligen, By Miss Mitford (selections). Grmm's Germen Talas. (Selections.)

London : Priated by Jozy Sranyanwayt, Onatle 8t. Loiorutar Big.


[^0]:    * The statement is made provisionally: the three kinds, as will appear, depend each of them on the functions $s \mathrm{~m} u$, en $u, \mathrm{dn} u$.

[^1]:    - This is not Jacobi's method nor perhaps the most direct or natural way of obtaining the formule in question: but the connexion of the formula with the expression for II ( $u, a)$ is very noticeable.

[^2]:    - Regarding $a$ as real, this would imply that the parameter is negative and in absolute magnitude $<\boldsymbol{k}^{2}$; but $a$ is regarded as susceptible of imaginary values, and the other forms of parameter are thus included.

[^3]:    - $\left(f^{\prime}\right)$ and, next page, $\left(g^{\prime}\right)$ are the formula thus desiguated, Legendre, Traité des Fonctions Elliptiques, Chap. xv.

[^4]:    - Observe that $\lambda$, heretofore ased to denote any ono whatever of the $n+1$ roots of the modular equation, is in what immediately follows used to denote a particular root, and $\lambda_{1}$ another particular root, the roots belonging to the first and second real transformations respectively. In Nos. 237 et seq. $\lambda$ is again used at the beginning to denote any root, and $(\lambda)$ a determinate root correspond. ing thereto, these are taken to be first the particular roots $\left(\lambda_{1} \lambda_{1}\right)$, and secondly the partienlar roots $\left(\lambda_{1}, \lambda\right)$. It would, abstractedly, be advantageons to reserve $\lambda$ as the symbol of any root whatever, using $\lambda_{1}, \lambda_{2}$ for the particular roots : but this wonld have occaesioned a very frequent alteration of Jacobi'e notation.

[^5]:    - II.
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[^6]:    - The above is the investigation given in Legendre's Chap. in, snd the result is as stated: but Legendre in his following Chsp. Hi. only assumes that the radical is reduced to the form $\sqrt{a+\beta x^{3}+\gamma x^{4}}$, and he considers (as his first case) that in which the equation $a+\beta x^{2}+\gamma x^{4}=0$ gives imaginary values of $x^{2}$, that is where

[^7]:    CAMBHIDOE: PHKTED BY C. J. CLAY, M.A. AT THE. ØुMTERSITT PREBS.

